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Context
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“When I die and go to Heaven there are two matters 
on which I hope enlightenment. One is quantum 

electrodynamics and the other is turbulence. 
About the former, I am really rather optimistic.”
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Usage of CFD – Boeing's Experience

CFD Contributions to B787
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Usage of CFD – Airbus' Experience

CFD Contribution to A380
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Current Status

The Future of CFD
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Murray Cross, Airbus, Technology Product Leader - Future Simulations (2012)
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Current Status & Future Trends

The Future of CFD
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Outline in 1D
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The FR Methodology

Ωk Ωk+1

• Consider the 1D Conservation Law

@u

@t

+

@f

@x

= 0 where f = f(u)

• Discretize the domain into elements
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Outline in 1D
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The FR Methodology

Ωk Ωk+1

Discontinuous Solution (ûD
)

pth degree
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Outline in 1D
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The FR Methodology

Ωk Ωk+1

pth degree

Discontinuous flux (

ˆfD
)
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Outline in 1D
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The FR Methodology

Ωk Ωk+1

pth degree

Discontinuous flux (

ˆfD
)
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Outline in 1D
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The FR Methodology

Ωk Ωk+1

(p+ 1)th degree

Continuous flux (

ˆf =

ˆfD
+

ˆfC
)
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Outline in 1D
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The FR Methodology

• Calculate the derivative of the flux and time-advance to get ûD

at next time-step

dûD
k

dt
= �Dh

ˆfk
D
�D ˆfk

C

• For second order PDEs (di↵usive fluxes), split into first-order

PDEs and perform similar procedure for each
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The FR Methodology

Linear Energy Stability
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• There exists a family of Flux Reconstruction schemes that are 
guaranteed to be linearly stable [Vincent et al., J. Sci. Comput, 2011] 
‣ Parameterized with a constant c which changes the scheme
‣ Recover NDG, SD, plus other previously-found energy-stable FR 

schemes

• Accomplished showing a broken Sobolev type norm of the solution

    is guaranteed to be non-increasing.
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The FR Methodology

Linear Energy Stability

17

• Proof has been extended to simplex elements where the correction 
function is in a Raviart-Thomas space and advection diffusion 
problems.
‣ Castonguay et al. J. Sci. Comput., 51(1):224–256, 2012.
‣ Williams et al. Journal of Computational Physics, 2013.

• However, the proof did not extend to tensor product quadrilateral 
elements except for c = 0 which recovers nodal DG.
‣ A. Jameson, AIAA paper 2011-3226, Hawaii, 2011.

• Proof has now been achieved by Abhishek Sheshadri by further 
augmenting the norm.
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The FR Methodology

Shock Capturing

18

Method Advantages Disadvantages

Limiting • Eliminates oscillations
• Robust

• Smeared over elements
• Expensive

Artificial Viscosity • Sub-cell shock capturing
• Smoothly varying viscosity

• High-order derivatives
• Time-step restrictions
• Too many parameters

Filtering • Sub-cell shock capturing
• Very Inexpensive

• Varying dissipation not easy
• Needs a good sensor



AFOSR Computational Mathematics Review, August 9 2016, Arlington VAA. Jameson

The FR Methodology

Shock Capturing
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Method Advantages Disadvantages

Limiting • Eliminates oscillations
• Robust

• Smeared over elements
• Expensive

Artificial Viscosity • Sub-cell shock capturing
• Smoothly varying viscosity

• High-order derivatives
• Time-step restrictions
• Too many parameters

Filtering • Sub-cell shock capturing
• Very Inexpensive

• Varying dissipation not easy
• Needs a good sensor

For explicit FR on GPUs filtering is attractive…but requires a good sensor.
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The FR Methodology

Shock Capturing: Our Approach

20

Detect Shocks Distinguish between shocks and 
vortices/boundary-layers

Filter locally

Two-step approach

Strong filter in shocked elements

Minimize parameter fine-tuning
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The FR Methodology

Shock Capturing: Exponential Modal Filtering
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The FR Methodology

Shock Capturing: Current Sensors
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• Physics based

• Specific to problem or type of discontinuity

• Need derivatives: expensive

• Hard to extend to unstructured grids 

• Smoothness based

• Used successfully in low-order schemes

• Persson and Peraire — high order unstructured methods
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The FR Methodology

Shock Capturing: Concentration Method

23

• Used for image/MRI edge detection

• Works directly on Fourier spectral information
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• Suppose we have the spectral projection of a function f

• If f has a discontinuity at a point then

The FR Methodology

Shock Capturing: Concentration Method

24

• Suppose you have the spectral projection of a function:

S
N

(f) = �
NX

k=�N

ˆf
k

eikx

• If f has a discontinuity, then:

ˆf
k

= [f ](c)
e�ikc

2⇡ik
+O(

1

k2
)

• Suppose you have the spectral projection of a function:

S
N

(f) = �
NX

k=�N

ˆf
k

eikx

• If f has a discontinuity, then:

ˆf
k

= [f ](c)
e�ikc

2⇡ik
+O(

1

k2
)



AFOSR Computational Mathematics Review, August 9 2016, Arlington VAA. Jameson

• There exist special kernels such that

• Kernel action is of the form

• where the σ coefficients are concentration factors.

The FR Methodology

Shock Capturing: Concentration Method

25

• There exist special Kernels s/t

K

✏
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• Kernel action is of the form
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The FR Methodology

Shock Capturing: Concentration Method
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We have extended this to work with Jacobi polynomials
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• Jacobi polynomials are the eigenfunctions of the Sturm-Liouville problem

• Polynomial modes also show a decreased decay rate:

The FR Methodology

Shock Capturing: Concentration Method

27

• Eigenfunctions of the Sturm-Liouville problem:

((1� x

2
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0
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0
= ��k!(x)Pk(x) � 1  x  1
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2
)

↵

• The polynomial modal coe�cients also show a lowered decay rate:
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• The polynomial modal coe�cients also show a lowered decay rate:
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• Concentration property for Jacobi polynomials

• Legendre polynomials are special cases Jacobi polynomials with α = 0.

The FR Methodology

Shock Capturing: Concentration Method

28

• Concentration property for Jacobi polynomials with �1  ↵  0:

��⇡
p
1� x

2

N

SN (f)

0
(x)� [f ](x)
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(1� x

2
)

↵/2+1/4
· logN

N

• Legendre Polynomials are special cases (↵ = 0) of Jacobi Polynomials

• Can be applied on the modal coe�cients similar to filter
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• Concentration factors are of the form σ(ξ) = ξμ(ξ).  Two forms have been 

investigated

The FR Methodology

Shock Capturing: Concentration Method

29

• Concentration factors are of the form �(⇠) = ⇠µ(⇠). Two types

of concentration factors investigated:

1. Polynomial

µ(⇠) = r⇠r�1

2. Exponential

µ(⇠) = Ce
1

↵⇠(⇠�1)

• Exponential factors better than any polynomial

• Concentration factors are of the form �(⇠) = ⇠µ(⇠). Two types

of concentration factors investigated:

1. Polynomial

µ(⇠) = r⇠r�1

2. Exponential

µ(⇠) = Ce
1

↵⇠(⇠�1)

• Exponential factors better than any polynomial

Exponential factors have been found to work better in in practice
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The FR Methodology

Shock Capturing: Our Sensor 

30
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The FR Methodology

Shock Capturing: Our Sensor 
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The FR Methodology

Shock Capturing: Implementation

32

1. At start-up compute the Concentration matrix C

2. Choose a quantity normalize the elemental solution to [0,1]

3. Evaluate the kernel by multiplying through by C

4. If any point in the element has a value greater than threshold, mark element for 

filtering

• Take threshold to be mid point between step and ramp.

5. Apply a modal filter to these elements.
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• Mach 3 shock wave moving into a stationary fluid with density perturbations.

• Interactions generates oscillations and small amplitude shocks giving rise to 

a fine structure.

The FR Methodology

Shock Capturing: Shock Entropy Interaction

33

⇢ = 3.857143; u = 2.629369; p = 10.33333 for x  4

⇢ = 1 + ✏ sin 5x; u = 0; p = 1 for x > 4

Filter Order Filter Strength Final Time

2 1 0.038s
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The FR Methodology

Shock Capturing: Shock Entropy Interaction
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The FR Methodology

Shock Capturing: Shock Entropy Interaction
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The FR Methodology

Shock Capturing: Flow Over a Step

36

Mach Flow Angle Num Elem Order Filter Order Filter 
Strength

3.0 0° 63,004 3 2 5

• Euler Equations 

• Structured Quad Mesh  

• Sensor at ramp  

• Positivity Limiter
0.6

3

0
.2

1

Ma = 3

Wind Tunnel with Step
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The FR Methodology

Shock Capturing: Flow Over a Step

37

Density
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The FR Methodology

Shock Capturing: Flow Over a Step

38

T = 4

Reference: Woodward and Colella
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The FR Methodology

Shock Capturing: Flow Over a Step
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T = 4
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The FR Methodology

Convergence Acceleration

40

Recent work has focused on convergence acceleration on GPUs.
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• Fully discrete equation

• Linearize to obtain global linear system

The FR Methodology

Convergence Acceleration: BDF1

41

Element local Jacobian Element neighbor Jacobian
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• Solve using multicolored Gauss-Seidel.

• For example with red/black coloring:

The FR Methodology

Convergence Acceleration: BDF1

42
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The FR Methodology

Convergence Acceleration: Mesh Coloring

43

• Requirements

• Minimise number of colours

• Distribute work evenly
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The FR Methodology

Convergence Acceleration: Mesh Coloring
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Structured NACA 0012
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The FR Methodology

Convergence Acceleration: Mesh Coloring
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Unstructured NACA 0012
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The FR Methodology

Convergence Acceleration: NACA 0012
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Euler eq, NACA 0012, 32 by 32 grid, P = 4, Ma = 0.5, α = 1.25°
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The FR Methodology

Convergence Acceleration: NACA 0012

47

Rapid improvement compared with explicit RK4.
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Implementation Details

PyFR

49

• Open source implementation of FR for modern hardware.

• Started at Imperial College London

• PI: Peter Vincent.

• Lead developer: Freddie Witherden

• Many other contributors!
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PyFR

50

Governing Equations Compressible Euler/Navier-Stokes
(Incompressible Euler/Navier-Stokes)

Spatial Discretisation Arbitrary order FR on mixed unstructured grids

Temporal Discretisation Range of explicit Runge-Kutta schemes

Backends CPUs, NVIDIA GPUs, 
AMD GPUs, (Intel MIC).

Precision Single, Double

Input Gmsh, (CGNS)

Output VTK, (In situ)

Implementation Details
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PyFR
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• Single node performance on a mixed prism/tet grid.

Implementation Details
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PyFR

52

• Multi node heterogeneous performance on the same grid.
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Implementation Details
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PyFR
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• Scaling evaluated on the Titan cluster at ORNL.

• Most powerful GPU cluster with 18,000 NVIDIA K20X GPUs.

• Test case is a turbine blade with fourth order solution polynomials.

Implementation Details
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PyFR
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T106d 
Cascade

Implementation Details
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PyFR

55

• Weak scaling

0
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# K20X GPUs
3000 6000 9000 12000 15000

PyFR Ideal

6.29 DP-PFLOPS (32% Peak)

Implementation Details
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PyFR

56

• Strong scaling
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Implementation Details
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LES Computations

58

Flow past a Circular Cylinder: ReD = 3600
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LES Computations

59

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment.
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LES Computations

60

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment + Parnaudeau et al. LES.
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LES Computations

61

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment + PyFR (5th order hex) ILES.

u̅(
x,

0)

-0.5

0.0

0.5

1.0

1.5

x

0.5 1.5 2.5 3.5 4.5



AFOSR Computational Mathematics Review, August 9 2016, Arlington VAA. Jameson

LES Computations

62

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment.
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LES Computations

63

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment + Parnaudeau et al. LES.
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LES Computations

64

Flow past a Circular Cylinder: ReD = 3600

• Parnaudeau et al. experiment + PyFR (5th order hex) ILES.
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LES Computations

65

T106c Cascade

• Have also performed ILES of a T106c 

cascade at Re = 80,000 and Ma = 0.65.

• Domain is meshed with 60,000 

hexahedra and run with p = 2.

• Compare with experimental data of 

Michálek et al.
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LES Computations

66
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LES Computations

67

Exact SFS Model

• Consider the inverse Helmholtz differential operator

• which has an inverse

• We can use this to derive an exact expression for the resolved SFS stress 
tensor

120 J.R. Bull, A. Jameson / Journal of Computational Physics 306 (2016) 117–136

Fig. 2. Energy spectrum in LES with implicit and explicit filtering and SFS stress reconstruction.

When using the differential filter (see below), energy stability can be proven for constant filter width [31] and (in a non-
standard Sobolev norm) spatially varying filter with a restriction on the second derivative of △̃ [30].

To avoid these difficulties, we employ the Leonard decomposition:

τSFS = ũ uT − ũ ũ
T
. (10)

Now the filtered momentum equation reads

∂ũ
∂t

+ ∇.(̃u ũ
T
) + 1

ρ
∇ p̃ − ν∇2ũ = ∇ · τ̃SGS + ∇ · τSFS, (11)

and the advection term can be discretised with a split or skew-symmetric scheme. Although the explicitly filtered velocity 
contains only frequencies up to kF , the advection term can have higher frequencies. However, if the filter cutoff frequency 
satisfies kF ≤ kC /2 (equivalently △̃ ≥ 2△) then the whole spectrum of the advection term is resolvable on the mesh.

Unlike the SGS stresses, the resolved SFS stresses – those lying between the grid and filter cutoff frequencies kC and kF
– are recoverable from u, either by exact or AD procedures. The advantage of doing so is that this crucial portion of the 
turbulent energy spectrum is transferred to lower wavenumbers which are less affected by numerical errors. Fig. 2 shows 
an improved spectrum (dotted line) obtained by explicit filtering and reconstruction of the SFS stresses (so-called soft 
deconvolution [1]). Note that the energy in the resolved wavenumbers close to kF is closer to the true turbulent spectrum.

There is a growing literature on the benefits of explicit filtering on error control in LES [7,17,18,21,32–34], although 
crossover into practical applications has been limited thus far. By refining the mesh resolution and holding △̃ (resp. kF ) 
constant, it is possible to demonstrate grid convergence of LES solutions. In theory, the greater the ratio γ = kC /kF (γ =
△̃/△ in the physical domain), the smaller the effect of numerical errors on the resolved scales. Nevertheless, by setting γ
large, one reduces the richness of information in the ‘usable’ solution. Guidance on the optimal ratio between kC and kF can 
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τ̃SGS = ũuT − ũ uT ≈ 0. (12)

2.2. Invertible filter

For simplicity of notation, we now drop the double-filtered notation ũ and denote the implicitly and explicitly filtered 
solutions by u and ũ = G[u] respectively. The filter operator (4) was of integral type. However, in this paper we consider a 
differential filter, namely the inverse Helmholtz differential operator:

ũ = G[u] = (1 − α2∇2)−1u. (13)

The filter can equivalently be expressed as an integral (convolution) operator with the kernel

G(x − x′) = 1

4π△̃2

exp(−|x − x′|/△̃)

|x − x′| . (14)

Fig. 3 shows the filter kernel function for r = |x − x′| ∈ [−1.5, 1.5] (note the singularity at r = 0 is differentiable). The 
smoothing parameter α is related to the filter width △̃. Note that α can be chosen freely and any positive value of α has 
a smoothing effect. For example, a value of α2 = △̃2

/40 can be derived by equating the second moment of the filter kernel 
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Fig. 3. Kernel function of the inverse Helmholtz filter.

Fig. 4. Transfer function of the inverse Helmholtz filter.

to the second moment of the spherical top-hat kernel [26]. In this paper we use the definition α2 = △̃2
/24 so that (13)

approximates the Gaussian filter of width △̃. The filter width is defined as a positive constant multiplied by the element 
size: △̃ = C△. As a consequence of the freedom of choice of α, C can be less than one. This stands in contrast to integral 
filters, where C ≥ 2 because of the Nyquist theorem. We use Deardorff’s [35] general definition of element size in three 
dimensions: △ = 3√Vol.

The Fourier transform of the differential filter (13) is defined by

˜̂u(k) = Ĝ(k)û(k) = 1
1 + α2k2 û(k), (15)

which is plotted in Fig. 4 for positive k. Also shown (vertical dashed line) is the cutoff frequency kF , defined as the 
wavenumber satisfying Ĝ(kF ) = 0.5. Clearly the filter has a broadband effect but is stronger at higher wavenumbers.

The existence of an inverse (defiltering) operator is evident from (13):

Q = G−1 =
(

1 − α2∇2
)

. (16)

It was noted by Germano [36] that (13) and (16) could be used to derive an exact expression for the resolved SFS stress 
tensor (10). The derivation begins by expressing velocity products in terms of filtered velocities:

uuT = (̃u − α2∇2ũ)(̃u − α2∇2ũ)T , (17)

ũ ũT = G [̃u ũT ] − α2∇2(G [̃u ũT ]). (18)
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Applying the filter to (17):

G[uuT ] = G[(̃u − α2∇2ũ)(̃u − α2∇2ũ)T ]
= G [̃u ũT − α2(̃u ∇2ũT + ũT ∇2ũ) + α4∇2ũ ∇2ũT ]. (19)

Now the SFS stress tensor is

τSFS = G[−α2(̃u ∇2ũT + ũT ∇2ũ) + α4∇2ũ ∇2ũT ] + α2∇2(G [̃u ũT ]). (20)

If we assume that α is constant and that filtering commutes with differentiation (these are in fact the same criterion), then 
the last term in (20) can be rewritten:

τSFS = G[−α2(̃u ∇2ũT + ũT ∇2ũ) + α4∇2ũ ∇2ũT + α2∇2(̃u ũT )]. (21)

The product rule of differentiation leads to the following identity:

∇(a(x)b(x)) = a∇b + b∇a ∴ ∇2(a(x)b(x)) = 2∇a∇b + a∇2b + b∇2a. (22)

Using this identity allows (21) to be simplified:

τSFS = G[2α2∇ũ ∇ũT + α4∇2ũ∇2ũT ]. (23)

Therefore, the exact SFS stress is obtained by solving the elliptic equation

QτSFS = (1 − α2∇2)τSFS = 2α2∇ũ ∇ũT + α4∇2ũ ∇2ũT , (24)

which is in fact six scalar equations for the six independent components of τSFS . Equation (24) requires boundary conditions 
to be specified; this is dealt with in Section 2.5. Note that, by inspection, τSFS is non-negative. Therefore, no backscattering 
of energy from the SFS to the resolved scales is permitted: the method acts only to drain energy from the resolved scales.

Although (24) is somewhat expensive to solve, so are some AD models, which use repeated filtering to obtain approxi-
mations to the inverse operation via the van Cittert procedure. For example, Stolz et al. [11] proposed using five levels of 
filtering; for three velocity components that requires 15 applications of the filter. The issue is compounded if the compress-
ible Navier–Stokes equations are being solved, with five variables to contend with.

2.3. Commutation error

In the derivation of (24), it was assumed that α was constant. In general, the computational mesh will have spatially 
varying resolution, so it is desirable to allow the filter width to vary, rather than specifying a single filter width across 
the entire mesh. However, a commutation error is introduced because filtering does not commute with derivative operators 
when the filter width varies. For example,

∇(G[u]) ≠ G[∇u], (25)

and the difference is the commutation error between the filter and gradient operators.
Adding G[α2∇2 (̃u ũT )] to the first term in (20) and applying the identity (22), then subtracting G[α2∇2 (̃u ũT )] from the 

final term in (20), leads to an expression for the SFS stresses without assuming α = constant:

τSFS = G[2α2∇ũ ∇ũT + α4∇2ũ ∇2ũT ] + ϵ,

ϵ = α2∇2(G [̃u ũT ]) − G[α2∇2(̃u ũT )]. (26)

The term ϵ is recognised as the commutation error between filtering and the operator α2∇2. The error is O(△̃2
), and could 

thus be neglected when using a second-order accurate numerical method, except for the fact that the second term is also 
O(∇2(α2)). If the mesh size is varied linearly in the domain interior, i.e. △̃ = O(x) away from boundaries, then ∇2(α2) =
O(1) and ϵ = O(α2). At the boundary the mesh size is discontinuous and a boundary commutation error is committed. 
This order-of-magnitude analysis of the commutation error suggests that by carefully constructing the mesh so that element 
size varies smoothly and no faster than linearly, then the interior error might be safely ignored. Alternatively, the full 
expression for the SFS stresses including commutation error terms (26) could be included in the flow solver. However, the 
computational expense of additional filter operations is unattractive.

2.4. Similarities to other models

The second-order term in (24) is similar to the gradient model [37]:

τSFS = 2α2∇ũ ∇ũT . (27)

The gradient model has the tendency to amplify high wavenumbers and increase the kinetic energy of solutions of the 
filtered Navier–Stokes equations [38]. Upon applying the inverse Helmholtz filter to the gradient model one obtains the 
rational LES (RLES) model [38]:
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Exact SFS Model: Channel Flow at Reτ = 180

• Test case is turbulent channel flow at Reτ = 180.

• Compare with:
• DNS
• Implicit filtering, no SGS
• Explicit filtering, no SFS
• Implicit filtering, dynamic Smagorinsky SGS
• Explicit filtering, dynamic Smagorinsky SFS
• Explicit filtering, rational LES SFS134 J.R. Bull, A. Jameson / Journal of Computational Physics 306 (2016) 117–136

Fig. 14. Contours of Q -criterion in exact SFS computation.

Fig. 15. Streamwise vorticity on horizontal plane at a height 0.002 δ above lower boundary (within first element) in exact SFS computation.

Fig. 16. Spanwise vorticity on vertical mid-plane in exact SFS computation.

stant mass flux through the inlet at every timestep, guaranteeing that the reference conditions are matched. Nevertheless, 
the mean velocity profiles for all simulations roughly collapsed to the DNS when normalised, showing that slight variations 
in flow speed did not significantly affect the flow topology and permitting a fair comparison.

Little difference in accuracy was observed between the exact SFS and the rational LES models. The models differ by a 
term in △̃4, and due to the use of second-order numerics this was not expected to have a significant effect. It would be 
illuminating to conduct the same investigation with a high-order accurate numerical method, and we will pursue this in 
future work. Numerical dissipation in the second-order method may be excessive in terms of modelling the SGS stresses. 
A less dissipative second-order method or a higher-order method should be employed instead.

The mesh used in the channel flow had a linear variation of element size △ (hence filter width △̃) in the wall-normal 
direction. Therefore, the commutation error (26) is of order △̃2. Its inclusion into the model could have a beneficial effect 
on the accuracy of the results, albeit at increased computational expense. In general, the rate of variation of filter width 
should be controlled such that the error is of at least the order of the numerical scheme. This has consequences for mesh 
generation, especially in complex domains or if adaptively meshing.

We have shown that explicit filtering with an invertible filter and exact reconstruction of the SFS stresses obtains accurate 
results in a canonical flow. The potential of this approach for accurate and robust large eddy simulations of challenging flows 
is considerable. Only the ratio of filter width to mesh size needs to be chosen, and there is good reason to think that this 
ratio depends solely on the spectral characteristics of the numerical discretisation employed. Future work will be directed 
at using the method with high-order accurate numerical discretisations and at different invertible filters. Extension of the 
method to compressible flows has been shown [10] and merits further investigation, in particular in high speed flows with 
shocks.

Right: Contours of Q criterion
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Table 3
Computed flow parameters from LES simulations versus DNS. Comparison of models with γ = 1.

Model Reδ Reτ U B/Uτ UC /U B C f × 103

DNS 3440 180 15.63 1.16 8.18
no model, unfiltered 4126.7 232.1 17.78 1.132 6.33
no model, filtered 4144.6 234.1 17.70 1.129 6.38
dynamic, unfiltered 4329.3 216.8 19.97 1.126 5.02
dynamic, filtered 4315.6 216.2 19.96 1.123 5.02
rational LES 2987.0 184.1 16.22 1.155 7.59
exact SFS 2975.7 184.5 16.12 1.157 7.68

Fig. 5. Time- and space-averaged velocity in wall units ⟨u+⟩. N = implicit filter/no model, F1 = explicit filter/no model (γ = 1), E0.5/1/2/4 = exact SFS 
(γ = 0.5/1/2/4), D = implicit filter/dynamic model (γ = 1), R = explicit filter/Rational LES model (γ = 1).

4.3. Mean velocity

Fig. 5 shows the time- and space-averaged velocity ⟨u+⟩ in wall units for the current simulations versus the DNS data. 
Also shown is the empirical log law of the wall, ⟨u+⟩ = ln(y+)/0.41 + 5.2, which is approximately satisfied in the region 
30 < y+ < 180 at this Reynolds number. The variations in maximum ⟨u+⟩ can be explained by the differences in computed 

Exact SFS shows strong agreement with DNS compared with other models
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• Also working towards an FR based 

ideal MHD solver.

• Uses Powell’s method.

• Right: snapshot of pressure for a 2D  
Orszag-Tang vortex test-case.
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Ideal MHD
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