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Abstract. This paper derives analytical estimates for the rates of convergence of numerical first and second derivative operators involved in flux reconstruction (FR). These estimates yield the rate of convergence for steady-state advection-diffusion problems when error is measured in the vector seminorm induced by the advection-diffusion operator. This serves to rigorously quantify the effect of polynomial order, correction functions, and upwinding coefficients on the accuracy of FR schemes. We prove that for centered fluxes, the derivative operator exhibits superconvergence for a special class of correction functions, designated “SFR,” which includes the nodal DG scheme. Finally, we also show that the rate of convergence of the vector \( L^2 \) norm of error for such steady-state problems is identical to the short-time rate of convergence for time-dependent problems derived in [K. Asthana et al., Analysis and Design of Optimal Discontinuous Finite Element Schemes, Ph.D. thesis, Stanford University, Stanford, CA, 2016].
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1. Introduction. The discontinuous Galerkin (DG) formulation provides a computationally tractable, high-order, unstructured approach to tackle conservation laws arising in a wide range of applications ranging from computational mechanics [14] to stochastic control [10]. A salient feature of this method is that it exhibits superconvergence in nodal [1], functional [11, 12], as well as spectral [2, 3] points of view. In regard to linear, time-dependent problems, Cheng and Shu [12] have studied the grid-convergence of error for a DG scheme with polynomial order \( P \) using upwinded fluxes on arbitrary meshes. The authors show that the evolution of the \( L^2 \) norm of error is bounded by a linear function of time where the constant term converges at the order \( P + 1 \), and the linear term converges at the order \( P + 3/2 \). Hence, the rate of convergence at short-time, \( t = 0^+ \), is different from that at long-time, \( t \to \infty \). A similar investigation was conducted in [6] for the flux reconstruction (FR) formulation [16, 17] wherein Fourier analysis was utilized to derive the rate of convergence of error at the set of solution points. It was proven that the short-time rate of convergence depends on the convergence-rates of the modal weights for the “spurious” modes, and the long-time rate depends on the convergence-rate of the “physical” eigenvalue. Table 1 records these rates for the DG scheme, recovered via FR, for upwinded and centered fluxes, and odd and even \( P \). In an analogous manner, rates can be determined for any stable scheme within the FR family.

The long-time superconvergence rate is valuable for time-dependent problems, especially when the long-time solution is independent of the initial condition [7].

*Received by the editors March 11, 2016; accepted for publication (in revised form) July 1, 2016; published electronically September 27, 2016.

http://www.siam.org/journals/sinum/54-5/M105568.html

†Department of Aeronautics and Astronautics, Stanford University, Stanford, CA 94305 (kasthana@stanford.edu, watkins2@stanford.edu, jameson@baboon.stanford.edu).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
Table 1
Rate of convergence at the set of solution points for the DG scheme of polynomial order $P$, recovered via FR, for linear, time-dependent problems [6].

<table>
<thead>
<tr>
<th>DG scheme</th>
<th>Short-time $t = 0^+$</th>
<th>Long-time $t \to \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>one-sided fluxes</td>
<td>$P + 1$</td>
<td>$2P + 1$</td>
</tr>
<tr>
<td>centered fluxes and $P$</td>
<td>$P + 2$</td>
<td>$2P + 2$</td>
</tr>
<tr>
<td>centered fluxes and odd $P$</td>
<td>$P$</td>
<td>$2P$</td>
</tr>
</tbody>
</table>

However, it is not obvious whether such superconvergence extends to steady-state problems which routinely appear in aerospace and automobile design applications [18]. In fact, canonical test problems for evaluating numerical schemes are often based on the steady Euler and Navier–Stokes equations. For the DG scheme, several a posteriori error estimates [8, 19] exist for elliptic problems. Arnold et al. [4] provide a comprehensive comparison of several DG type methods, showing that the $L_2$ norm of the solution converges at the order $P + 1$, while the $H^1$ norm converges at the order $P$. Similar observations were made by Williams et al. [20] for Couette flow using DG recovered via FR. Similarly, Cockburn et al. [13] have derived a priori error estimates for the Poisson equation on tensor-product elements. The authors show that, with the choice of a special numerical flux, the $L_2$ norm of the solution converges at the order $P + 1$, while that of the derivative converges at $P + 1/2$.

In this paper, we derive estimates for the rate of convergence of FR for a forced, linear, advection-diffusion problem having a steady-state. Two different measures of error are investigated. For the vector $\ell^2$ norm, which measures pointwise error over the set of solution points, we show that the rate of convergence is identical to the short-time rate of convergence for time-dependent problems recorded in Table 1. We also measure error with respect to the vector seminorm induced by the advection-diffusion operator, and show that convergence in this measure depends on the rate of convergence of the numerical derivative operators involved in FR. Estimates are derived for error in the first and second derivative operators as a function of polynomial order, correction functions, and upwinding coefficients. This analysis has led to the prescription of a new class of superconvergent schemes, discussed in section 3.4, within the FR family which includes DG as a special case.

This paper is formatted as follows. In section 2, we describe the model problem and introduce the two measures of error, viz. the $\ell^2(\Omega^\delta)$ norm and the $L^2(\Omega^\delta)$ seminorm. Section 3 then derives the rates of convergence of the numerical first and second derivative operators involved in FR. The main results are summarized in Theorems 3.5 and 3.7. These results allow us to obtain the rate of convergence of the numerical solution in the $L^2(\Omega^\delta)$ seminorm, expressed in Corollary 3.8. In section 4, we use results from [6] to express error in terms of the asymptotic eigensolution. This leads to Theorem 4.3 which provides the rate of convergence of the numerical solution in the $\ell^2(\Omega)$ norm. The paper ends with section 5, where we perform simple numerical experiments to verify the derived results.

2. Error in numerical solution of steady advection-diffusion. This section derives an equation for error in the FR solution of a forced, scalar, advection-diffusion equation which exhibits a steady-state. We define two discrete measures of error that are utilized in the rest of this paper. Our first result shows that the rate of convergence of error, with respect to the seminorm induced by the advection-diffusion operator, is directly dependent on the rates of convergence of numerical spatial derivative opera-
tors in FR.

2.1. Problem specification. Consider the linear advection-diffusion equation in one dimension for a scalar-valued function, \( \hat{u} \in (C^2((0,1)) \times C^1(\mathbb{R}^+)) \), driven by a steady, sinusoidal forcing term of wavenumber \( k = 2\pi m, \ m \in \mathbb{N} \),

\[
\begin{align*}
(2.1) \quad \frac{\partial \hat{u}}{\partial t}(x,t) + (L\hat{u})(x,t) &= (iak + bk^2) \exp(ikx), \quad x \in (0,1), \ t > 0, \\
(2.2) \quad \hat{u}(x,0) &= \exp(ik_0 x), \quad x \in [0,1], \\
(2.3) \quad \frac{\partial^r \hat{u}}{\partial x^r}(0,t) &= \frac{\partial^r \hat{u}}{\partial x^r}(1,t), \quad r = 0, 1, \ t \geq 0, \\
(2.4) \quad L := a \frac{\partial}{\partial x} - b \frac{\partial^2}{\partial x^2},
\end{align*}
\]

where \( k_0 = 2\pi m_0, \ m_0 \in \mathbb{N} \) is the wavenumber of the initial condition, and \( a \in \mathbb{R}_+, b \in \mathbb{R}_+ \) are advection and diffusion coefficients, respectively. The boundary conditions are assumed to be periodic for simplicity. The analytical solution to (2.1)–(2.4) for \( x \in [0,1], \ t \geq 0 \), is given by

\[
(2.5) \quad \hat{u}(x,t) = \exp\left(i k_0 (x - at) - bk^2 t\right) + \exp(ikx) \left[1 - \exp\left(-iakt - bk^2 t\right)\right],
\]

where the first term corresponds to the exponential decay of the initial condition and the second one corresponds to the growth of the particular solution driven by the source. Since \( k_0 \neq 0 \), the initial sinusoid is guaranteed to vanish as \( t \to \infty \), resulting in the steady-state with wavenumber \( k \). The corresponding rate of decay is dictated by the magnitude of \( k_0 \). In the special case of \( k_0 = k \), the initial condition is itself steady.

Restriction of the problem to twice continuously differentiable functions allows for numerical procedures that attempt to approximate (2.1) directly in strong form. In the case of FR, the domain \( \Omega = [0,1] \) is partitioned into nonoverlapping segments \( \Omega = \bigcup_{n=1}^{N} \Omega_n \). For a scheme of order \( P \), each segment is further discretized with \( P + 1 \) distinct solution points \( \Omega_n^\delta \). The numerical solution, \( \hat{u}_n^\delta \), when restricted to \( \Omega_n \), resides within a polynomial space \( \mathbb{P}_P(\Omega_n) \) consisting of all polynomials of degree \( P \) or lower. The numerical conservation law is obtained by satisfying (2.1) at the set of solution points, \( \Omega^\delta = \bigcup_{n=1}^{N} \Omega_n^\delta \),

\[
(2.6) \quad \frac{\partial^\delta \hat{u}^\delta}{\partial t}(x,t) + (L^\delta \hat{u}^\delta)(x,t) = (iak + bk^2) \exp(ikx), \quad x \in \Omega^\delta, \ t > 0, \\
(2.7) \quad \hat{u}^\delta(x,0) = (\mathcal{P}\hat{u}_0)(x), \quad x \in [0,1], \\
(2.8) \quad \frac{\partial^r \hat{u}^\delta}{\partial x^r}(0,t) = \frac{\partial^r \hat{u}^\delta}{\partial x^r}(1,t), \quad r = 0, 1, \ t \geq 0, \\
(2.9) \quad L^\delta := a \frac{\partial^\delta}{\partial x} - b \frac{\partial^2}{\partial x^2},
\]

where \( L^\delta \) is the numerical differentiation operator in space and \( \hat{u}^\delta_n \) is that in time, \( \hat{u}_0(x) = \exp(ik_0 x) \) is the initial condition for the exact problem, and \( \mathcal{P} \) is the collocation-projection operator that maps the initial condition to the space of the numerical solution. The primary quantity of interest is the error in the numerical solution,

\[
(2.10) \quad e^\delta_t(x,t) := \hat{u}^\delta(x,t) - \hat{u}(x,t), \quad x \in [0,1], \ t \geq 0.
\]
A governing equation for the dynamics of error can be obtained by subtracting (2.1)–(2.3) from (2.6)–(2.8) and adding and subtracting terms, so that after algebraic rearrangement we obtain

\begin{equation}
\frac{\partial^2 e_{\delta}}{\partial t^2}(x,t) + (L^\delta e_{\delta})(x,t) = \left[ \left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial t^2} \right) + (L - L^\delta) \right] \hat{u}(x,t), \quad x \in \Omega^\delta, \quad t > 0,
\end{equation}

\begin{equation}
e_{\delta}(x,0) = (P\hat{u}_0)(x) - \hat{u}_0(x), \quad x \in [0,1],
\end{equation}

\begin{equation}
\frac{\partial^r e_{\delta}}{\partial x^r}(0,t) = \frac{\partial^r e_{\delta}}{\partial x^r}(1,t), \quad r = 0, 1, \quad t \geq 0,
\end{equation}

which shows that the error itself follows a modified form of the numerical conservation law which is driven by the error in the differentiation operators in space and time. At time \( t = 0 \), the error is solely on account of the projection of the initial condition onto the space of the numerical solution. Thereafter, it is driven by the inability of the scheme to accurately differentiate the exact solution.

\section{2.2. Error in steady-state solution.} The evolution of pointwise error in time was investigated in \[6\] using Fourier analysis. We are now interested in the rate of convergence of error for a conservation law exhibiting a steady-state. Towards this end, let \( u \) be the unique limit \( u(x) := \lim_{t \to \infty} \hat{u}(x,t) = \exp(ikx) \) which satisfies the steady advection-diffusion equation,

\begin{equation}
(Lu)(x) = (iak + bk^2) \exp(ikx), \quad x \in (0,1),
\end{equation}

\begin{equation}
\frac{\partial^r u}{\partial x^r}(0) = \frac{\partial^r u}{\partial x^r}(1), \quad r = 0, 1,
\end{equation}

a periodic problem on the unit interval. Similarly, for any stable and consistent numerical scheme, let \( u^\delta \) be the limit \( u^\delta(x) := \lim_{t \to \infty} \hat{u}^\delta(x,t) \) which must satisfy

\begin{equation}
(L^\delta u^\delta)(x) = (iak + bk^2) \exp(ikx), \quad x \in \Omega^\delta,
\end{equation}

\begin{equation}
\frac{\partial^r u^\delta}{\partial x^r}(0) = \frac{\partial^r u^\delta}{\partial x^r}(1), \quad r = 0, 1.
\end{equation}

Existence and uniqueness of \( u^\delta \), in the limit of asymptotic grid resolution, follows from the proof of convergence \[6\] for linear, time-dependent problems. Heuristically, this is expected since \( \hat{u}^\delta(x,t) \to \hat{u}(x,t) \) for \( x \in [0,1] \), at any time \( t > 0 \). Also, on account of uniqueness, the limit is independent of the time integration scheme implied by the temporal discretization operator \( \frac{\partial^r}{\partial t^r} \).

With these observations in place, we see from (2.11)–(2.17) that the pointwise error also exhibits a unique limit,

\begin{equation}
e_{\delta}(x) := \lim_{t \to \infty} e_{\delta}(x,t) = u^\delta(x) - u(x) = u^\delta(x) - \exp(ikx), \quad x \in [0,1],
\end{equation}

which satisfies

\begin{equation}
(L^\delta e_{\delta})(x) = (L - L^\delta) \exp(ikx), \quad x \in \Omega^\delta,
\end{equation}

\begin{equation}
\frac{\partial^r e_{\delta}}{\partial x^r}(0) = \frac{\partial^r e_{\delta}}{\partial x^r}(1), \quad r = 0, 1,
\end{equation}

which is a discrete Poisson equation with a forcing term equal to the difference between the true derivative \( Lu \) and the numerical derivative \( L^\delta u \) of the exact solution,

\begin{equation}
(L - L^\delta) \exp(ikx) = \left[ a \left( ik - \frac{\partial^2}{\partial x^2} \right) + b \left( k^2 + \frac{\partial^2}{\partial x^2} \right) \right] \exp(ikx), \quad x \in \Omega^\delta.
\end{equation}
2.3. Measures of error. In this paper, we utilize two different measures of error. Traditionally, finite element schemes have been analyzed through the use of functional norms, especially of the Sobolev type which integrate error and its derivatives across the domain. However, owing to the nodal nature of FR, both of our employed measures are discrete in nature, and accumulate over the set of solution points. We define the vector $\ell^2$ norm of error over the set of solution points as

$$
\|e_u\|_{\ell^2(\Omega^s)} := \left[ \frac{1}{N(P+1)} \sum_{n=1}^{N} \sum_{p=1}^{P+1} |e_u(x_{n,p})|^2 \right]^{1/2},
$$

where $x_{n,p}$ is the $p$th solution point in the $n$th element. The rate of convergence of error with respect to this norm is derived in section 4.

In order to obtain the second measure, consider the seminorm which is induced by the advection-diffusion operator,

$$
\|e_u\|_{\mathcal{L}^s(\Omega^s)} = \left[ \frac{1}{N(P+1)} \sum_{n=1}^{N} \sum_{p=1}^{P+1} \left| (\mathcal{L}^s e_u)(x_{n,p}) \right|^2 \right]^{1/2},
$$

where $\mathcal{L}^s$ is as defined in (2.9). The requirements of nonnegativity and triangle inequality follow from the fact that $\|e_u\|_{\mathcal{L}^s(\Omega^s)} = \|\mathcal{L}^s e_u\|_{\ell^2(\Omega^s)}$ and that $\mathcal{L}^s$ is a linear operator. Let $h := \min_{n=1}^N |\Omega_n|$ be the length of the smallest element in the domain. Then, owing to the consistency of the FR formulation, we are guaranteed that $\exists \sigma(1) > 0, \sigma(2) > 0$ such that

$$
\lim_{h \to 0} \left| \left( \frac{\partial^s}{\partial x} - ik \right) \exp(ikx) \right| \leq c(k, P) h^{\sigma(1)},
$$

$$
\lim_{h \to 0} \left| \left( \frac{\partial^s \partial^s}{\partial x \partial x} + k^2 \right) \exp(ikx) \right| \leq c(k, P) h^{\sigma(2)}
$$

for all wavenumbers $k$, and $x \in \Omega^s$. Here $c > 0$ is some $(k, P)$-dependent constant and $\sigma(1)$ and $\sigma(2)$ denote the orders at which the first and second order numerical derivatives converge to the exact derivatives, respectively. The rate of convergence of error in $\mathcal{L}^s$ can now be obtained by substituting (2.19), (2.21), (2.24)–(2.25) into (2.23),

$$
\|e_u\|_{\mathcal{L}^s(\Omega^s)} = \left\| (\mathcal{L} - \mathcal{L}^s) \exp(ikx) \right\|_{\ell^2(\Omega^s)}
$$

$$
= \left\| a \left( ik - \frac{\partial^s}{\partial x} \right) + b \left( k^2 + \frac{\partial^s \partial^s}{\partial x \partial x} \right) \exp(ikx) \right\|_{\ell^2(\Omega^s)}
$$

$$
\leq |a| \left\| \left( ik - \frac{\partial^s}{\partial x} \right) \exp(ikx) \right\|_{\ell^2(\Omega^s)} + b \left\| \left( k^2 + \frac{\partial^s \partial^s}{\partial x \partial x} \right) \exp(ikx) \right\|_{\ell^2(\Omega^s)}
$$

$$
\leq |a| \max_{x \in \Omega^s} \left| \left( ik - \frac{\partial^s}{\partial x} \right) \exp(ikx) \right| + b \max_{x \in \Omega^s} \left| \left( k^2 + \frac{\partial^s \partial^s}{\partial x \partial x} \right) \exp(ikx) \right|
$$

$$
(2.26) \leq c(k, P) \left[ |a| h^{\sigma(1)} + bh^{\sigma(2)} \right] \quad \text{as } h \to 0.
$$

This shows that the rate of convergence of error in the $\mathcal{L}^s$ seminorm is directly dependent on the rates of convergence of the numerical first and second derivative operators. The utility of this result lies in the fact that derivative operators in FR are analytically tractable as demonstrated in the next section.
3. Rates of convergence for derivative operators in FR. This section quantifies the error in the first and second order derivative operators involved in FR. We show that, for an FR scheme of polynomial order \( P \), the order of convergence of the first derivative operator depends on whether \( P \) is odd or even. For odd \( P \), the order is exactly \( P \). For even \( P \), the order can be \( P + 1 \) under special conditions on the correction function and upwinding coefficient. These special conditions are satisfied by a family of linearly stable schemes with \( P/2 \) parameters. The nodal DG scheme with centered fluxes is also recovered as a member of this family. The order of convergence of the second derivative operator is dependent on the orders of convergence of constituent first derivative operators.

3.1. Derivative operators in flux reconstruction. We begin by providing a quick overview of the FR formulation for evaluating the numerical derivative of a smooth function. A detailed account of the reconstruction procedure can be found in [16, 17, 9].

Continuing our discussion from section 2, consider a set of equispaced nodes on the domain such that \( x_1 = 0, x_{n+1} = x_n + h, \) and \( x_{N+1} = 1 \). For this uniform mesh, the elements \( \Omega_n = [x_n, x_{n+1}), n = 1, \ldots, N \), are of equal length \( h \). Introduce a linear map from the \( n \)th element \( x \in \Omega_n \) to the parent segment \( \xi \in [-1, 1) \),

\[
(3.1) \quad \xi|_{\Omega_n}(x) = \frac{2}{h}(x - x_n) - 1, \quad x \in \Omega_n.
\]

For an FR scheme of order \( P \), let \( x_n = (x_{n,p})_{p=1,2,\ldots,P+1} \) denote the set of solution points \( \Omega_n \) in the \( n \)th element, which map to \( \xi = (\xi_p)_{p=1,2,\ldots,P+1} \) in the parent space. The numerical approximation, \( f^\delta(x) \), when restricted to \( \Omega_n \), is defined as the interpolant to the actual function \( f(x) \) through \( x_n \). For instance, from (2.24), we are interested in evaluating the numerical derivative of the Fourier component, \( f(x) = \exp(ikx) \). In this case,

\[
(3.2) \quad f^\delta(x) = (\mathcal{P}f)(x) = \sum_{p=1}^{P+1} \exp(ikx_{n,p})\ell_p(\xi_p(1)), \quad x \in \Omega_n,
\]

where \( \ell_p \) is the \( p \)th Lagrange polynomial in the parent segment. The numerical approximation can equivalently be represented in vector notation as

\[
(3.3) \quad f^\delta_n := f^\delta(x_{n,p})_{p=1,2,\ldots,P+1} = \exp(ikx_n) \left( \exp \left( ik\frac{h}{2}(1 + \xi_p) \right) \right)_{p=1,2,\ldots,P+1}.
\]

The numerical derivative, \( \frac{df^\delta}{dx}(x \in \Omega_n) \), is obtained by differentiating \( f^\delta \) after it has been “corrected” to ensure continuity across the two ends of the element. Towards this end, common interface values are first computed using the polynomial functions on either side of the interface,

\[
(3.4) \quad f^\delta_{\|}(x_n) = (1 - \alpha)f^\delta(x_n^-) + \alpha f^\delta(x_n^+),
\]

where \( \alpha \in [0, \frac{1}{2}] \) denotes the upwinding coefficient since the advection wavespeed \( a \geq 0 \). \( (\cdot)^- \), \( (\cdot)^+ \) denote the left- and right-hand limits, respectively. Next, the interface information is conveyed to the interior of the element through the use of
correction polynomials, \( g_L(\xi) \), \( g_R(\xi) \), of degree \( P + 1 \) which satisfy the constraints

\[
\begin{align*}
g_L(-1) &= g_R(+1) = 1, \\
g_L(+1) &= g_R(-1) = 0,
\end{align*}
\]  

leading to the construction of the corrected approximation, \( f^{\delta,c} \), a piecewise polynomial of degree \( P + 1 \) which is globally continuous,

\[
f^{\delta,c}(x) = f^{\delta}(x) + (f^1(\xi(x_n)) - f^1(\xi(x_n^+)))g_L(\xi(x)) + (f^1(\xi(x_{n+1})) - f^1(\xi(x_{n+1}^-)))g_R(\xi(x)), \quad x \in \Omega_n.
\]  

Plugging (3.2) and (3.4) into (3.7) and taking derivatives, we get that the vector of derivative values in the \( n \)th element can be expressed compactly [6] as

\[
\left( \begin{array}{c}
\frac{\partial \delta}{\partial x} \exp(ikx) \\
\frac{\partial \delta}{\partial x} \exp(ikx) \\
\end{array} \right) (x_n) = \left( \frac{\partial f^{\delta,c}}{\partial x} \right) (x_n) = \frac{2}{h} \exp(ikx_n)Q(kh; g, \alpha) f^\delta_n,
\]

where \( f^\delta \) is defined in (3.3) and \( Q \in \mathbb{C}^{(P+1) \times (P+1)} \) is the numerical differentiation operator in the parent space,

\[
Q(kh; g, \alpha) = D + (1 - \alpha)gL(\xi)Q(-ikhT_1 - T_2) + \alpha gR(\xi)Q(ikhT_2 - T_1).
\]

Here \( D \in \mathbb{R}^{(P+1) \times (P+1)} \) is the polynomial differentiation operator such that

\[
D_{p,m} = \frac{d\ell_m}{dx}(\xi_p), \quad p, m = 1, 2, \ldots, P + 1,
\]

\( g_L, g_R, \xi \in \mathbb{R}^{(P+1) \times 1} \) are the derivatives of the left-boundary and right-boundary correction functions at the solution points, and \( \ell_-, \ell_+ \in \mathbb{R}^{(P+1) \times 1} \) are the extrapolated values of the \( P + 1 \) Lagrange basis polynomials,

\[
\ell_{+p} = \ell_p(+1), \quad \ell_{-p} = \ell_p(-1), \quad p = 1, 2, \ldots, P + 1.
\]

The second order directional derivative along \( x \) is recursively defined as the derivative of the first order derivative after it has been corrected to ensure continuity in derivative across the two ends of the element. Hence,

\[
\left( \begin{array}{c}
\frac{\partial \delta}{\partial x} \frac{\partial \delta}{\partial x} \\
\frac{\partial \delta}{\partial x} \frac{\partial \delta}{\partial x} \\
\end{array} \right) (x_n) = \frac{4}{h^2} \exp(ikx_n)Q(kh; g^{(2)}, \alpha^{(2)})Q(kh; g^{(1)}, \alpha^{(1)}) f^\delta_n,
\]

where \( g^{(1)}, g^{(2)} \) denote the correction functions and \( \alpha^{(1)}, \alpha^{(2)} \) denote the upwinding coefficients for evaluating the interface fluxes when correcting the polynomial approximation and the numerical first derivative, respectively.

### 3.2. Error in the first derivative operator

In this subsection, we derive the rate at which the numerical first derivative of the Fourier component, \( \exp(ikx) \), converges to the exact derivative, \( ik \exp(ikx) \), with refinement in grid spacing \( h \). We begin by writing the pointwise error in the derivative at the vector of solution points. Using (3.3) and (3.8), pointwise error in the \( n \)th element is given by

\[
\left[ \left( \frac{\partial f^{\delta,c}}{\partial x} - ik \right) \exp(ikx) \right] (x_n) = \frac{2}{h} Q(kh; g, \alpha) \exp(ikx_n) - ik \exp(ikx_n)
\]

\[
= \frac{2}{h} \exp(ikx_n) E(kh; g, \alpha),
\]
where $E(kh; g, \alpha)$ represents the difference between the numerical and exact derivative values at the set of solution points in the parent space,

$$
E(kh; g, \alpha) = \left( Q(kh; g, \alpha) - ik \frac{h}{2} I \right) \exp \left( ik \frac{h}{2} (1 + \xi) \right).
$$

The rate of convergence of $E(kh)$ with refinement in the nondimensional wavenumber $kh$ can be obtained from (2.24) and (3.13) as

$$
|E(kh; g, \alpha)| \lesssim \frac{h}{2} \exp(-ikx_n) \left| \left( \frac{\partial^j}{\partial x} - ik \right) \exp(ikx) (x_n) \right| 
\lesssim c(P)(kh)^{(1)+1},
$$

where $\lesssim$ denotes a componentwise inequality and $c$ is some scheme dependent constant. In order to proceed with an asymptotic analysis of this term, consider expanding $Q(kh; g, \alpha)$ in its Taylor series about $kh = 0$ using (3.9),

$$
Q(kh) = Q(0) + H_L \sum_{m=1}^{\infty} \frac{(-ikh)^m}{m!} + H_R \sum_{m=1}^{\infty} \frac{(ikh)^m}{m!},
$$

where the explicit parameterization with respect to $g, \alpha$ is suppressed for convenience of notation, and the component matrices are given by

$$
Q(0) = ((1 - \alpha)g_L, \xi - \alpha g_R, \xi) (\ell_T - \ell_T^T) + D,
$$

$$
H_L = (1 - \alpha)g_L, \xi \ell_T,
$$

$$
H_R = \alpha g_R, \xi \ell_T^T.
$$

Similarly, expand the Fourier component in a power series about $kh = 0$,

$$
\exp \left( ik \frac{h}{2} (1 + \xi) \right) = \sum_{r=0}^{\infty} \frac{(ikh)^r}{r!} s^r,
$$

where $s^r$ is the sampling of the $r$th degree polynomial,

$$
s^r(\xi) = \left( \frac{1 + \xi}{2} \right)^r,
$$

on the set of solution points, $s^r = (s^r)(\xi_p)_{p=1,2,\ldots, P+1}$. Plugging (3.17)–(3.19) and (3.20) into (3.14), the derivative error in the parent space can be written as

$$
E(kh) = \left( Q(0) + H_L \sum_{m=1}^{\infty} \frac{(-ikh)^m}{m!} + H_R \sum_{m=1}^{\infty} \frac{(ikh)^m}{m!} - ik \frac{h}{2} I \right) \sum_{r=0}^{\infty} \frac{(ikh)^r}{r!} \sum_{r=0}^{\infty} \frac{(ikh)^r}{r!} s^r
\lesssim Q(0)1 + \sum_{j=1}^{\infty} (ikh)^j v_j,
$$

where for $j \geq 1$,

$$
v_j = Q(0) \frac{1}{j!} s^j - \frac{1}{2(j-1)!} s^{j-1} + \sum_{m=1}^{j} \frac{1}{m!(j-m)!} ((-1)^m H_L + H_R) s^{j-m}.
$$
In order to evaluate the component terms, \( v_j \), we recognize that the matrix operators \( Q(0), H_L, H_R \) in (3.17)–(3.19) are dependent on primitive operators, \( l_T^+, l_T^-, D \), (3.10), (3.11), which are intrinsically related to polynomial interpolation. We can now enlist the action of aforementioned primitive operators on the sampled polynomial defined in (3.21),

\[
\begin{align*}
I^+_T s^j &= \begin{cases} 1, & j \leq P, \\ \left( Ps^j \right)(\xi = 1), & j > P, \end{cases} \\
I^-_T s^j &= \begin{cases} I_{(j=0)}, & j \leq P, \\ \left( Ps^j \right)(\xi = -1), & j > P, \end{cases} \\
Ds^j &= \begin{cases} \frac{1}{2}s^{j-1}, & j \leq P, \\ \frac{d}{d\xi} \left( Ps^j \right)(\xi), & j > P, \end{cases}
\end{align*}
\]

where I denotes the indicator function and \( P \) is the collocation projection operator, (3.2). These relations follow from the observation that \( s^j(\xi) \) is a polynomial of degree \( j \) and for \( j \leq P \) resides within \( \mathbb{P}_P \) which is the space of the numerical solution.

In the results that follow, we derive the rate of convergence mentioned in (3.15) to determine the dependence of \( \sigma^{(1)} \) on the polynomial order \( P \), the upwinding coefficient \( \alpha \), and the correction function \( g_L(\xi) \). The proofs of these results have been deferred to Appendix A to enhance readability.

Lemma 3.1. For any FR scheme of polynomial order \( P \), i.e., for all choices of correction function and upwinding coefficient, \( E(\xi) \) defined in (3.14) vanishes at an order higher than or equal to \( P + 1 \),

\[
E(\xi) = \sum_{j=P+1}^{\infty} (ikh)^j v_j,
\]

where \( v_j \) is as defined in (3.23).

Lemma 3.1 and (3.15) show that for any convergent FR scheme of order \( P \), \( \sigma^{(1)} \geq P \). In order to investigate the possibility of superconvergence, we need to simplify terms in (3.23) for \( j > P \). As polynomials of degree \( j > P \) cannot be interpolated exactly using only \( P + 1 \) points, we require a couple of preliminary results adapted from error estimates in Lagrange interpolation.

Lemma 3.2. Given a set of \( P + 1 \) distinct points, \( \xi_p \) for \( p = 1, 2, \ldots, P + 1 \), arranged symmetrically in \([-1, 1]\) and the collocation projection operator \( P \), (3.2), we have the following identities:

\[
\begin{align*}
1. \quad (Ps^{P+1})(\xi = 1) - (Ps^{P+1})(\xi = -1) &= 1 + \frac{1}{2^{P+1}} \left( (-1)^{P+1} - 1 \right) \prod_{q=1}^{P+1} (1 - \xi_q). \\
2. \quad \frac{d}{d\xi} \left( Ps^{P+1} \right)(\xi_p) &= \sum_{q=1}^{P+1} \prod_{q \neq p} \left( \xi_p - \xi_q \right).
\end{align*}
\]

Lemma 3.2 explores the effect of extrapolation and differentiation operators on a polynomial that is one degree higher than the dimension of the polynomial basis. This allows us to simplify \( v_{P+1} \) in this next result.

Lemma 3.3. For a given FR scheme of order \( P \), if the solution points \( \xi \) are distinct and distributed symmetrically, then, in the limit \( kh \to 0 \), \( E(\xi; g, \alpha) \) vanishes at an order...
the rate of convergence can be higher, i.e., odd. At the same time, it shows that if
for odd
\[ \lim_{h \to 0} \frac{1}{2} \sum_{q=1}^{P+1} \frac{\xi_p - \xi_q}{1 - \xi_q} = \frac{1}{2} \sum_{q=1}^{P+1} \frac{\xi_p - \xi_q}{1 - \xi_q}, \quad p = 1, 2, \ldots, P + 1, \]

where \( g_{L,\xi_p} = \frac{\partial q}{\partial x}(\xi_p) \) and \( g_{R,\xi_p} = \frac{\partial q}{\partial x}(\xi_p) \), respectively.

Lemma 3.3 establishes an upper bound on the rate of convergence of the derivative for odd \( P \). Coupled with the result from Lemma 3.1 it implies that \( \sigma^{(1)} = P \) if \( P \) is odd. At the same time, it shows that if \( P \) is even, then under special circumstances the rate of convergence can be higher, i.e., \( \sigma^{(1)} \geq P + 1 \). An upper bound for even \( P \) can be derived by simplifying the term \( v_{P+2} \). This is illustrated next for the special case of \( P = 0 \).

**Lemma 3.4.** For the FR scheme of order \( P = 0 \), in the limit \( kh \to 0 \), \( E(kh;\alpha) \) vanishes at the rate
\[
\begin{align*}
&\bullet (kh)^2 \text{ if } \alpha \neq \frac{1}{2}, \\
&\bullet (kh)^3 \text{ if } \alpha = \frac{1}{2}.
\end{align*}
\]

Lemma 3.4 shows that the simple finite volume scheme enjoys an enhanced rate of convergence. For \( \alpha \neq \frac{1}{2}, \sigma^{(1)} = 1 \), and for \( \alpha = \frac{1}{2}, \sigma^{(1)} = 2 \). However, such additional superconvergence is not retained for any even \( P \). We are now ready to state the final result of this subsection.

**Theorem 3.5.** For an FR scheme of order \( P \), having a symmetric set of distinct solution points \( \xi \in [-1,1]^{P+1} \), and symmetric correction functions \( g_{R,\xi}(\xi) = -g_{L,\xi}(-\xi) \), the numerical first derivative converges to the exact first derivative at the order \( \sigma^{(1)} \),

\[
\lim_{h \to 0} \left| \frac{\partial \phi}{\partial x} - ik \right| \exp(ikx) \leq c_1 k^{\sigma^{(1)}+1} h^{\sigma^{(1)}}, \quad x \in \Omega^\delta,
\]

where \( h \) denotes the element width, \( c_1(P,g,\alpha) \) is a scheme dependent constant, \( \Omega^\delta \) is the set of solution points and

1. \( \sigma^{(1)} = \begin{cases} 1, & \alpha \neq \frac{1}{2}, \\ 2, & \alpha = \frac{1}{2} \end{cases} \) for \( P = 0 \),
2. \( \sigma^{(1)} = P \) for odd \( P \),
3. \( \sigma^{(1)} \geq P + 1 \) for even \( P \) provided, for \( p = 1, 2, \ldots, P + 1, \)

\[
\begin{align*}
g_{L,\xi_p} &= g_{L,\xi_{p+2-p}} = -\frac{1}{2} \sum_{q=1}^{P+1} \frac{\xi_p - \xi_q}{1 - \xi_q}, \quad \alpha \neq \frac{1}{2}, \\
g_{L,\xi_p} + g_{L,\xi_{p+2-p}} &= -\frac{1}{2} \sum_{q=1}^{P+1} \frac{\xi_p - \xi_q}{1 - \xi_q}, \quad \alpha = \frac{1}{2},
\end{align*}
\]

where \( g_{L,\xi_p} = \frac{\partial q}{\partial x}(\xi_p) \), or \( \sigma^{(1)} = P \) otherwise.
3.3. Error in the second derivative operator. The second derivative in FR is defined recursively as the derivative of the corrected first derivative which itself is the derivative of the corrected polynomial approximation. The procedure involves two corrections, one for the polynomial approximation, with correction function \( g_L^{(1)} \) and \( g_L^{(2)} \) and upwinding coefficient \( \alpha^{(1)} \), and one for the first derivative, with correction function \( g_L^{(1)} \) and \( g_L^{(2)} \) and upwinding coefficient \( \alpha^{(2)} \). Using (3.12), the pointwise error in evaluation of the second derivative at the vector of solution points is given by

\[
\left[ \left( \frac{\partial^5}{\partial x^5} + k^2 \right) \exp(ikx) \right] (x_n)
= \frac{4}{h^2} Q(kh; g^{(2)}, \alpha^{(2)}) Q(kh; g^{(1)}, \alpha^{(1)}) \exp(ikx_n) + k^2 \exp(ikx_n)
\]

(3.31)

where \( F \) represents the difference between the numerical and exact second derivative values at the set of solution points in the parent space,

\[
F(kh; g^{(2)}, g^{(1)}, \alpha^{(2)}, \alpha^{(1)})
\]

(3.32)

\[
= \left[ Q(kh; g^{(2)}, \alpha^{(2)}) Q(kh; g^{(1)}, \alpha^{(1)}) + \frac{h^2 k^2}{4} \exp \left( ik \frac{h}{2} (1 + \xi) \right) \right].
\]

Once again, from (2.25) and (3.31), it follows that

\[
|F(kh; g^{(2)}, g^{(1)}, \alpha^{(2)}, \alpha^{(1)})| \leq c(P)(kh)^{\sigma(2) + 2}
\]

for some scheme dependent constant \( c \). As in the previous subsection, an asymptotic analysis of this term can be performed through a power series expansion in \( kh \) about 0. However, the algebraic accounting becomes exceptionally tedious. Nevertheless, a lower bound on the rate of convergence can be readily achieved by substituting (3.14) into (3.32). Denoting \( Q(kh; g^{(m)}, \alpha^{(m)}) \) as \( Q^{(m)} \) for \( m = 1, 2 \) and suppressing parameterization where apparent, we get that

\[
F = Q^{(2)} \left( Q^{(1)} \exp \left( ik \frac{h}{2} (1 + \xi) \right) \right) + \frac{h^2 k^2}{4} \exp \left( ik \frac{h}{2} (1 + \xi) \right)
\]

(3.34)

\[
= Q^{(2)} \left( E(kh; g^{(1)}, \alpha^{(1)}) + ik \frac{h}{2} \exp \left( ik \frac{h}{2} (1 + \xi) \right) \right) + \frac{h^2 k^2}{4} \exp \left( ik \frac{h}{2} (1 + \xi) \right)
\]

which shows that error in the second derivative operator can be determined from the error in the two constituent first derivative operators. As a specific example, consider the case of \( P = 0 \) for which the following result can be established.

Lemma 3.6. For an FR scheme of order \( P = 0 \), in the limit \( kh \to 0 \), \( F(kh) \) vanishes at the rates
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\begin{itemize}
    \item \((kh)^3\) if \(\alpha^{(1)} + \alpha^{(2)} \neq 1\),
    \item \((kh)^4\) if \(\alpha^{(1)} + \alpha^{(2)} = 1\).
\end{itemize}

Lemma 3.6 highlights the importance of having an isotropic operator. In order to derive an asymptotic bound for \(P > 0\), let \(\sigma^{(1),1}\) and \(\sigma^{(1),2}\) be the rates of convergence associated with the two first derivative operators involved. From (3.15) and (3.22), this can be expressed as

\[
E(kh; g^{(m)}, \alpha^{(m)}) = \sum_{j=\sigma^{(1)},m+1}^{\infty} (ikh)^j v_j^{(m)}, \quad m = 1, 2.
\]

We can now state the following result regarding a lower bound for the rate of convergence of the second derivative.

**Theorem 3.7.** For an FR scheme having a symmetric set of distinct solution points and symmetric correction functions, the numerical second derivative converges to the exact second derivative at the order \(\sigma^{(2)}\),

\[
\lim_{h \to 0} \left| \frac{\partial^2 \psi}{\partial x \partial x} + k^2 \right| \leq c_2 k^{\sigma^{(2)}+2} h^{\sigma^{(2)}}, \quad x \in \Omega^\delta,
\]

where \(h\) denotes the element width, \(c_2(P, g^{(2)}, g^{(1)}, \alpha^{(2)}, \alpha^{(1)})\) is a scheme dependent constant, \(\Omega^\delta\) is the set of solution points, and

1. \(\sigma^{(2)} = \begin{cases} 1, & \alpha^{(1)} + \alpha^{(2)} \neq 1, \text{ for } P = 0, \\ 2, & \alpha^{(1)} + \alpha^{(2)} = 1 \end{cases}\)
2. \(\sigma^{(2)} \geq \min(\sigma^{(1),1} - 1, \sigma^{(1),2})\) for \(P > 0\),

where \(\sigma^{(1),1}, \sigma^{(1),2}\) are the rates of convergence of the two first derivative operators involved in differentiating the polynomial approximation and the first derivative, respectively.

Theorems 3.5 and 4.3 combined with (2.26) yield the following lower bound.

**Corollary 3.8.** The order of convergence of error in the \(L^\delta(\Omega^\delta)\) seminorm, (2.23), is given by \(\sigma\),

\[
\lim_{h \to 0} \|e_u\|_{L^\delta(\Omega^\delta)} \leq C' \left[ |a| k^{\sigma^{(1)}+1} h^{\sigma^{(1)}} + b k^{\sigma^{(2)}+2} h^{\sigma^{(2)}} \right] \leq C h^{\sigma},
\]

where \(C(P, g^{(2)}, g^{(1)}, \alpha^{(2)}, \alpha^{(1)}, a, b, k)\) is a scheme, equation dependent constant, and

\[
\sigma \geq \min(\sigma^{(1)}, \sigma^{(2)}) \geq P - 1,
\]

where \(\sigma^{(1)}, \sigma^{(2)}\) are the rates of convergence of respective derivative operators as described in Theorems 3.5 and 3.7.

**3.4. Superconvergent FR (SFR) schemes.** Theorem 3.5 shows that the rate of convergence of the numerical first derivative operator depends on whether \(P\) is odd or even. For odd \(P\), the order is exactly \(P\) irrespective of the choice of correction function or upwinding coefficient. However, for even \(P\), superconvergence can be achieved under special conditions. In particular, for such superconvergence, (i) the correction function is identified uniquely if the interface flux is not centered, and (ii) a family of correction functions exists if the interface flux is centered. This family
is parameterized by $P/2$ free parameters. One possible choice for the parameter set is the correction function derivatives, $g_{L,p}(\xi) = \frac{d}{d\xi}(\xi_p)$, at the solution points in the left half of the parent space, i.e., $p = 1, 2, \ldots, \frac{P}{2}$. The remaining derivatives are then prescribed by (3.30) as

$$g_{L,p+2-p} = -g_{L,p}, \quad p = 1, 2, \ldots, \frac{P}{2},$$

(3.39)

$$g_{L,\xi P/2+1} = -\frac{1}{2} \prod_{q=1}^{P+1} (\xi_p - \xi_q), \quad \xi_p \neq \xi_q, \quad p = 1, 2, \ldots, P.$$  

(3.40)

We designate this family as superconvergent flux reconstruction (SFR). The specification in (3.39)–(3.40) ensures that the first derivative operator is superconvergent. However, the stability of the corresponding SFR scheme is not guaranteed. From a practical point of view, the scheme should be stable, at least in the von Neumann sense, for pure advection. We can test linear stability/instability by computing eigenvalues of the resulting operator matrix, (3.9). The condition for numerical stability is given by

$$\lambda_p^{\text{Im}}(kh) \leq 0 \quad \text{for} \quad p = 1, 2, \ldots, P + 1, \quad k \in \left[0, \frac{(P + 1)\pi}{h}\right],$$

(3.41)

where $\lambda_p^{\text{Im}}$ is the $p$th eigenvalue of $Q$. In the case of $\alpha \neq \frac{1}{2}$, the unique superconvergent scheme identified in Theorem 3.5 is, in fact, unstable at least for $P = 2$ and $P = 4$. However, for $\alpha = \frac{1}{2}$, a family of linearly stable schemes exists. Figure 1(a) plots $\max_p \lambda_p^{\text{Im}}(kh)$ for $P = 2$ against the free parameter $g_{L,\xi_1}$. We see that all schemes for which $g_{L,\xi_1} < -2.524$ are stable. Figure 1(b) plots the region of stability for this family for $P = 4$. We see that the scheme is stable when $g_{L,\xi_1}, g_{L,\xi_2}$ is chosen from within a convex subset of $\mathbb{R}^2$. A vertex of this region is located at $g_{L,\xi_1} = -5.9096, g_{L,\xi_2} = 1.422$.

Figure 2(a) plots the correction function $g_{L,\xi}$ for $\xi \in [-1, 1]$ for four stable members of the SFR family, viz. the boundary scheme with $g_{L,\xi_1} = -2.524$, the collocation-based nodal discontinuous Galerkin (DG) scheme with centered interface fluxes, and the schemes with $g_{L,\xi_1} = -3.0, -4.0$, respectively. We see that as the parameter $g_{L,\xi_1}$ increases, the first root of the correction function moves to the left while the second moves to the right. A similar plot for $P = 4$ is recorded in Figure 2(b) for the four schemes marked in Figure 1(b) and recorded in Table 2.

Interestingly, the nodal DG scheme with centered fluxes is recovered as one member of this family, while the FR version of the spectral difference (SD) scheme [16] is not. For both $P = 2$ and $P = 4$, the DG scheme lies close to the stability boundary. This space of linearly stable schemes can be utilized as the feasible set for an optimization problem to maximize accuracy [5]. Preliminary results suggest that the optimal solution set may not contain the DG scheme. However, we will defer a thorough investigation into such optimal schemes to a future investigation.
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Fig. 1. Region of stability in the parameter space, (3.39), for the superconvergent family of schemes, SFR, defined in section 3.4.

Fig. 2. Left-boundary correction function for the superconvergent family of schemes defined in section 3.4.

Table 2

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$g_{L,\xi_1}$</th>
<th>$g_{L,\xi_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-5.9060</td>
<td>1.4220</td>
</tr>
<tr>
<td>DG</td>
<td>-6.5480</td>
<td>1.8661</td>
</tr>
<tr>
<td>B</td>
<td>-5.2640</td>
<td>1.8661</td>
</tr>
<tr>
<td>C</td>
<td>-5.9060</td>
<td>2.3102</td>
</tr>
</tbody>
</table>

4. Rates of convergence via eigensolution analysis. Corollary 3.8 provides an estimate for the rate of convergence of error in the $\mathcal{L}^2(\Omega^d)$ seminorm. In order to obtain estimates in the $\ell^2(\Omega^d)$ norm, we now introduce the eigensolution to the steady-state error equation, (2.19)–(2.20). This allows us to express the pointwise error, (2.18), in terms of the eigenvalues and eigenvectors associated with the numerical differentiation operator $Q$. By utilizing results derived in [6], this section derives the
rate of convergence for the steady-state numerical solution as well as the first and second order derivative operators. As in section 3, the proofs of results have been deferred to Appendix B to enhance readability.

4.1. Eigensolution convergence estimate for the first derivative operator. Recognizing that the derivative operator $Q(kh; g, \alpha)$, (3.9), is linear, we can decouple the derivative values at the $P + 1$ solution points by a change of basis,

\begin{equation}
Q(kh) = W(kh) i k \frac{h}{2} \Lambda(kh) W^{-1}(kh),
\end{equation}

where $\Lambda$ is the diagonal matrix of normalized eigenvalues, $\lambda_p(kh) \in \mathbb{C}$, $p = 1, \ldots, P + 1$, and $W \in \mathbb{C}^{P+1 \times P+1}$ is the dense matrix containing eigenvectors of the differentiation operator. The explicit parameterization with respect to $g$ and $\alpha$ has again been suppressed for ease of notation. Assuming that the differentiation operator is indeed diagonalizable, the sampled Fourier component, (3.3), can be expanded in the basis of the eigenvectors,

\begin{equation}
\exp \left( i k \frac{h}{2} (1 + \xi) \right) = W(kh) \beta(kh),
\end{equation}

where $\beta_p(kh) \in \mathbb{C}$ is the expansion coefficient along the $p$th column of $W$, $w_p(kh)$, for $p = 1, 2, \ldots, P + 1$. The derivative error in the parent space, (3.14), can now be written as

\begin{equation}
E(kh) = \left( W(kh) i k \frac{h}{2} \Lambda(kh) W^{-1}(kh) - i k \frac{h}{2} I \right) W(kh) \beta(kh)
\end{equation}

\begin{equation}
= i k \frac{h}{2} W(kh) \left( \Lambda(kh) - I \right) \beta(kh)
\end{equation}

\begin{equation}
= i k \frac{h}{2} \sum_{p=1}^{P+1} (\lambda_p(kh) - 1) \beta_p(kh) w_p(kh),
\end{equation}

which shows that the error in the first derivative operator is a sum of the errors in the eigenvalues, $\lambda_p(kh) - 1$, weighted by the modal weights $\beta_p$ for the $P + 1$ modes.

Lemmas 3.4, 3.5, and 3.6 of [6] show that, for any FR scheme, a unique “physical” mode exists for which the normalized eigenvalue $\lambda_1(kh) \to 1$ and the modal weight $\beta_1(kh) \to 0$ as $kh \to 0$. All other modes are spurious such that their modal weights vanish $\beta_p(kh) \to 0$, $p = 2, \ldots, P + 1$ in the asymptotic limit. Correspondingly, we can define the rate of convergence of the normalized physical eigenvalue, $q_1^1 > 0$,

\begin{equation}
| \lambda_1(kh) - 1 | \leq c_1^1(kh)^{q_1^1} \quad \text{as } kh \to 0
\end{equation}

for some constant $c_1^1$. Similarly, we can define the rates of convergence of modal weights, $q_p^\beta > 0$,

\begin{equation}
| \beta_p(kh) - \sqrt{P + 1} \delta_1 p | \leq c_p^\beta(kh)^{q_p^\beta} \quad p = 1, \ldots, P + 1 \quad \text{as } kh \to 0
\end{equation}

for some constants $c_p^\beta$, $p = 1, \ldots, P + 1$. Here $\delta_1p = I_{\{p=1\}}$. These definitions provide the first result of this section.
**Lemma 4.1.** For an FR scheme of order $P$, the numerical first derivative converges to the exact first derivative, at the set of solution points, at the order $\sigma^{(1)}$, defined in (3.29), where

$$\sigma^{(1)} \geq \min_{p=2}^{P+1} \left( q_1^\lambda, q_p^\beta, q_p^\lambda q_p^\beta \right),$$

and $q_1^\lambda, q_p^\beta$ are as defined in (4.4), (4.5), and $q_p^\lambda q_p^\beta > 0$ for $p = 2, \ldots, P + 1$ are the asymptotic rates of convergence of the product of eigenvalues and modal weights.

$$|\lambda_p(\Delta k)\beta_p(\Delta k)| \leq c_p^{\lambda\beta}(\Delta k)^{q_p^{\lambda\beta}}, \quad p = 2, \ldots, P + 1 \text{ as } \Delta k \to 0.$$

**4.2. Eigensolution convergence estimate for the second derivative operator.** An eigensystem approach for analyzing the error in the second derivative is complicated by the possibility of different operators in the two corrections. However, in the special case that both corrections are performed using the same $g$ and $\alpha$, i.e.,

$$Q(\Delta k; g^{(2)}, \alpha^{(2)}) = Q(\Delta k; g^{(1)}, \alpha^{(1)}) = Q(\Delta k; g, \alpha),$$

the rate of convergence can be derived in a manner analogous to the previous subsection. Error in the parent space, (3.32), can then be written as

$$F(\Delta k) = \begin{bmatrix} W(\Delta k) \left( i k \frac{\Delta k}{2} \right)^2 \Lambda^2(\Delta k) W^{-1}(\Delta k) + \frac{\Delta k^2}{4} \left( k^2 + 1 \right) \right] W(\Delta k) \beta(\Delta k)$$

$$= -\frac{k^2 \Delta k^2}{4} W(\Delta k) \left[ \Lambda^2(\Delta k) - I \right] \beta(\Delta k)$$

$$= -\frac{k^2 \Delta k^2}{4} \sum_{p=1}^{P+1} \left( \lambda_p^2(\Delta k) - 1 \right) \beta_p(\Delta k) w_p(\Delta k).$$

This provides us with the next result of this section.

**Lemma 4.2.** For an FR scheme of order $P$ that uses the same correction function and upwinding coefficient for the two corrections, the numerical second derivative converges to the exact second derivative, at the set of solution points, at the order $\sigma^{(2)}$, defined in (3.36), where

$$\sigma^{(2)} \geq \min_{p=2}^{P+1} \left( q_1^\lambda, q_p^\beta, 2 q_p^\beta - q_p^\lambda \right),$$

and $q_1^\lambda, q_p^\beta,$ and $q_p^\lambda q_p^\beta$ are defined in (4.4), (4.5), and (4.7), respectively.

As an example, the various rates of convergence involved in Lemmas 4.1 and 4.2 are recorded in Table 3 for the DG scheme for polynomial orders $P = 0$ to 5.

**4.3. Eigensolution convergence estimate for the steady-state solution.** We now derive the rate of convergence error in the $\ell^2(\Omega^\delta)$ norm in terms of the asymptotic eigensystem associated with the differentiation operator $Q(\Delta k)$. As in section 4.2, we only consider the special case when all three involved corrections use the same correction function $g$ and upwinding coefficient $\alpha$. The left-hand side of (2.19) can then be written in vector notation at the set of solution points in the $n$th
Substituting (4.11) and (4.12) into (2.19), and noting that (4.12), the error in the right-hand side of (2.19) can be written in vector form using (2.21), (3.13), (3.31), (4.3), (4.11), and (4.9) at the set of solution points in the nth element as

\[
(L - L^3) e_u(x_n) = -a \frac{2}{h} \exp(ikx_n) E(kh) + b \frac{4}{h^2} \exp(ikx_n) F(kh)
\]

Substituting (4.11) and (4.12) into (2.19), and noting that \( \pi_p(k, h) \neq 0 \), we get

\[
e_u(x_n) = -\exp(ikx_n) W(kh) \begin{bmatrix}
\Pi(k, h) - (iak + bk^2) I
\end{bmatrix} \beta(kh)
\]

which brings us to the last result of this section.

**Theorem 4.3.** For an FR scheme of order \( P \) that uses the same correction function and upwinding coefficient for all three corrections, the order of convergence of error in the \( L_2(\Omega^3) \) norm, (2.22), is given by \( \mu \),

\[
\lim_{h \to 0} \|e_u\|_{L_2(\Omega^3)} \leq C h^\mu,
\]

where \( C(k, a, b, P) \) is some scheme, equation dependent constant, and

\[
\mu \geq \min_{p=2}^{P+1} \left( q_1^\lambda, q_p^\beta \right),
\]

where \( q_1^\lambda \) and \( q_p^\beta \) are as defined in (4.4) and (4.5), respectively.

Table 3

<table>
<thead>
<tr>
<th>( P )</th>
<th>( q_1^\lambda )</th>
<th>( P+1 ) ( q_1^\lambda ) ( q_p^\beta )</th>
<th>( P+1 ) ( q_1^\lambda ) ( q_p^\beta )</th>
<th>( P+1 ) ( q_1^\lambda ) ( q_p^\beta )</th>
<th>( P+1 ) ( q_1^\lambda ) ( q_p^\beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Rates of convergence of the eignesystem components for the DG scheme using Gauss–Legendre solution points. The rates are determined directly by computing the eigensolution as a function of \( kh \) [6].
5. Numerical verification. This section consists of two parts. In the first part, we verify the analytical estimates for rates of convergence of derivative operators derived in Theorems 3.5 and 3.7 and their Fourier counterparts in Lemmas 4.1 and 4.2. In the second part, we conduct a simple numerical experiment to verify the estimate for rate of convergence of error in the $L^2(\Omega^\delta)$ seminorm, Corollary 3.8, and the $\ell^2(\Omega^\delta)$ norm, Theorem 4.3.

5.1. Rate of convergence for derivative operators. We begin by employing the first and second order FR operators to differentiate the simple sinusoid, $u(x) = \cos(2\pi x)$, in $[0, 1]$. Error is measured using the $\ell^2(\Omega^\delta)$ norm for both the first and second order derivatives. The rate of convergence is calculated numerically by using two grids with spacing $h_1 = 1/32$ and $h_2 = 1/64$ and rounded to three decimal places. The left and right correction functions are chosen to be the right and left Radau polynomials, respectively, in order to recover the DG scheme [16]. The solution points in each element are chosen to be the Gauss–Legendre points in the parent space. Rates are obtained for $P = 0$ to 5 for both one-sided and centered fluxes. For the first derivative, the upwind flux is given by $\alpha = 0$ and the centered flux by $\alpha = 1/2$. For the second derivative, the one-sided flux is given by $\alpha^{(1)} = 0, \alpha^{(2)} = 1$ in the isotropic case or by $\alpha^{(1)} = 0, \alpha^{(2)} = 0$ in the anisotropic case; the centered flux is given by $\alpha^{(1)} = \alpha^{(2)} = 1/2$.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Rate of convergence for the first derivative operator, $\sigma^{(1)}$, in $\ell^2(\Omega^\delta)$ norm using DG.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Theorem 3.5</td>
</tr>
<tr>
<td></td>
<td>$\alpha = 0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Rate of convergence for the second derivative operator, $\sigma^{(2)}$, in $\ell^2(\Omega^\delta)$ norm using DG. Note that Lemma 4.2 has been proven to hold only for the case of $\alpha^{(2)} = \alpha^{(1)}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>Theorem 4.3</td>
</tr>
<tr>
<td></td>
<td>$\alpha^{(1)} = 0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

The results are tabulated in Tables 4 and 5 for the two derivatives. For the first derivative, Table 4 shows that the numerical convergence rates are in exact agreement with the theoretical convergence rates stated in Theorem 3.5 and Lemma 4.1. In the case of the second derivative, Table 5 shows that the eigenvalue estimate, Lemma 4.2, is exact for all cases except $P = 0$ with the one-sided, isotropic flux. This is not
surprising since Lemma 4.2 strictly holds only when the same upwinding coefficient is used for the two corrections. Similarly, the bound in Theorem 3.7 is tight for all cases except for $P = 1$ with centered fluxes. A dedicated treatment of this edge case, in a manner similar to Lemma 3.6, would yield an exact match.

5.2. Rate of convergence for steady-state solution. Having established the validity of the theoretical results for derivative operators, we now return to the steady-state problem in (2.1)–(2.3) with $a = 1$, $b = 1$, $k = 4\pi$, and $k_0 = 2\pi$. We are interested in determining the rate of convergence of error in both measures, i.e., the $L^2(\Omega^\delta)$ seminorm and the $\ell^2(\Omega)$ norm. Moreover, we are interested in determining the rate of convergence of the first and second derivative in the $\ell^2(\Omega)$ norm. Equations (2.1)–(2.3) are solved using FR in $[0, 1]$ for $P = 0$ to 5 with one-sided, isotropic $(\alpha = 0, \alpha^{(1)} = 0, \alpha^{(2)} = 1)$, as well as fully centered $(\alpha = 1/2, \alpha^{(1)} = 1/2, \alpha^{(2)} = 1/2)$ fluxes. Once again, Gauss–Legendre points are chosen to be the solution points and the correction functions are chosen to recover the DG scheme. The numerical solution is marched in time using a backward-Euler time stepping scheme until the equation residual falls below a tolerance of $10^{-10}$. The rate of convergence is calculated using two grids with spacing $h_1 = 1/1024$ and $h_2 = 1/2048$ for $P = 0$, 1; $h_1 = 1/64$ and $h_2 = 1/128$ for $P = 2, 3$, and $h_1 = 1/16$ and $h_2 = 1/32$ for $P = 4, 5$ to avoid saturation due to finite precision.

<table>
<thead>
<tr>
<th>$P$</th>
<th>Theorem 4.3</th>
<th>Grid-convergence study</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Solution</td>
<td>1st derivative</td>
</tr>
<tr>
<td>0</td>
<td>One-sided</td>
<td>Centered</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 6 records the rate of convergence of the numerical solution, first derivative, and second derivative in the $\ell^2(\Omega)$ norm. Alongside, the analytical expectation from Theorem 4.3 is included for comparison. We see that theoretical expectation matches excellently with the results of the grid convergence study for all polynomial orders. In fact, even though our proof for Theorem 4.3 requires that the same upwinding coefficient be used for all three corrections, the theoretical predictions hold for both

<table>
<thead>
<tr>
<th>$P$</th>
<th>Corollary 3.8</th>
<th>Grid convergence study</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Solution</td>
<td>1st derivative</td>
</tr>
<tr>
<td>0</td>
<td>One-sided</td>
<td>Centered</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7 records the rate of convergence of error in $L^2(\Omega)$ seminorm for the steady, forced, advection-diffusion problem using DG.
choices of interface fluxes. Moreover, both the first and the second derivatives converge at almost exactly the same rate as the solution. This is a salient feature of FR lent by the recursive nature of the correction procedure which couples all the elements in the domain. The resulting estimates for the derivatives are therefore global and not element-local.

Table 7 records the rate of convergence of error in the $L^2(\Omega^\delta)$ seminorm. Alongside, the analytical expectation from Corollary 3.8 is included for comparison. We see that the estimate matches excellently with the results of the grid convergence study for all polynomial orders and fluxes except for the case of $P = 1$ with centered flux. This is the same case for which the bound in Theorem 3.7 is not tight (cf. section 5.1). A dedicated treatment of this edge case, in a manner similar to Lemma 3.6, would yield an exact match.

6. Concluding remarks. The contributions of this paper can be divided into three main parts. First, in Theorems 3.5 and 3.7, we have analytically derived the rates of convergence of the numerical first and second derivative operators in FR as a function of polynomial order, correction function, and upwinding coefficients. This has resulted in the prescription of a new class of superconvergent schemes within the FR family, discussed in section 3.4. Second, in Theorem 4.3, we have shown that the rate of convergence of the vector $\ell^2$ norm of error for the steady-state, forced, linear advection-diffusion problem is identical to the short-time rate of convergence for time-dependent problems derived in [6]. This highlights the importance of analyzing “spurious” modes in the eigensolution of discontinuous finite element schemes. Finally, as an empirical result, we have shown that the numerical derivatives in FR converge at the same rate as the solution, which highlights the recursive nature of the reconstruction procedure.

Appendix A. Proofs of results in section 3.

Proof of Lemma 3.1. We begin by noting that $Q(0)1 = 0$ from Lemma 3.4 in [6]. Let $1 \leq j \leq P$ in (3.23). Then, using the properties in (3.24)–(3.26),

$$
\begin{align*}
v_j &= \frac{1}{j!} ((1 - \alpha)gL,\xi - \alpha gR,\xi) + \frac{j}{2j!} s^{j-1} - \frac{1}{2(j-1)!} s^{j-1} \\
&\quad + \sum_{m=1}^{j} \frac{(-1)^m}{m!(j-m)!} (1 - \alpha)gL,\xi + \frac{1}{j!} \alpha gR,\xi \\
&= (1 - \alpha)gL,\xi \left( \frac{1}{j!} + \sum_{m=1}^{j} \frac{(-1)^m}{m!(j-m)!} \right) \\
&= (1 - \alpha)gL,\xi \left( \frac{1}{j!} + \sum_{m=0}^{j} \frac{(-1)^m}{m!(j-m)!} - \frac{1}{j!} \right) \\
&= 0,
\end{align*}
$$

where we have used binomial expansion so that $\sum_{m=0}^{j} \frac{(-1)^m}{m!(j-m)!} = \frac{1}{j!}(1 + (-1))^j = 0$. The proof now follows from (3.22).
Proof of Lemma 3.2. Let \( \phi(\xi) = s^{P+1} = (\frac{1+\xi}{2})^{P+1} \). Then from the error estimate in Lagrange interpolation, for \( \xi \in [-1, 1] \),

\[
\phi(\xi) - (P\phi)(\xi) = \frac{1}{(P+1)!} \frac{\partial^{P+1} \phi}{\partial \xi^{P+1}} \prod_{q=1}^{P+1} (\xi - \xi_q)
\]

(A.1)

Now it is easy to see that

\[
(Ps^{P+1})(\xi = 1) - (Ps^{P+1})(\xi = -1)
\]

\[
= \phi(1) - \frac{1}{2^{P+1}} \prod_{q=1}^{P+1} (1 - \xi_q) - \phi(-1) + \frac{1}{2^{P+1}} \prod_{q=1}^{P+1} (-1 - \xi_q)
\]

\[
= 1 + \frac{1}{2^{P+1}} \left( (-1)^{P+1} \prod_{q=1}^{P+1} (1 + \xi_q) - \prod_{q=1}^{P+1} (1 - \xi_q) \right)
\]

(A.2)

where we have used the symmetry assumption on the set of points,

\[
\prod_{q=1}^{P+1} (1 + \xi_q) = \prod_{q=1}^{P+1} (1 - \xi_q).
\]

(A.3)

Similarly, we can obtain an error estimate for the derivative in Lagrange interpolation,

\[
\frac{d\phi}{d\xi}(\xi_p) - \frac{d(P\phi)}{d\xi}(\xi_p)
\]

\[
= \frac{1}{(P+1)!} \left[ \frac{\partial^{P+2} \phi}{\partial \xi^{P+2}} (\xi_p) \prod_{q=1}^{P+1} (\xi_p - \xi_q) + \frac{\partial^{P+1} \phi}{\partial \xi^{P+1}} (\xi_p) \sum_{r=1}^{P+1} \prod_{q=1, q \neq r}^{P+1} (\xi_p - \xi_q) \right]
\]

\[
= \frac{1}{(P+1)!} \frac{\partial^{P+1} \phi}{\partial \xi^{P+1}} (\xi_p) \prod_{q=1}^{P+1} (\xi_p - \xi_q)
\]

\[
= \frac{1}{2^{P+1}} \prod_{q=1, q \neq p}^{P+1} (\xi_p - \xi_q)
\]

(A.4)

for \( p = 1, 2, \ldots, P + 1 \). Rearranging terms and substituting \( \frac{d\phi}{d\xi}(\xi_p) = \frac{P+1}{2} (\frac{1+\xi_p}{2})^{P} \) into (A.4) yields the desired identity.
Proof of Lemma 3.3. Proceeding as in the proof of Lemma 3.1, let $j = P + 1$ in (3.23). Then using the properties in (3.24)–(3.26) and Lemma 3.2,

$$v_{P+1} = \frac{1}{(P+1)!} \left[ (1 - \alpha)g_{L,\xi} - \alpha g_{R,\xi} \right] (\left( P s^{P+1} \right)(\xi = 1) - (P s^{P+1})(\xi = -1))$$

$$+ \frac{1}{(P+1)!} \frac{d(P s^{P+1})}{d\xi}(\xi) - \frac{1}{2P!} s^{P}$$

$$+ \sum_{m=1}^{P+1} \frac{(-1)^m}{m!(P + 1 - m)!} (1 - \alpha)g_{L,\xi} + \frac{1}{(P + 1)!} \alpha g_{R,\xi}$$

$$= \frac{1}{(P+1)!} \left[ (1 - \alpha)g_{L,\xi} - \alpha g_{R,\xi} \right] \left( 1 + \frac{1}{2^{P+1}} (-1)^{P+1} - 1 \prod_{q=1}^{P+1} (1 - \xi_q) \right)$$

$$+ \frac{P+1}{2(P+1)!} (P s^{P+1})(\xi) - \frac{1}{2P!} s^{P}$$

$$+ \sum_{m=1}^{P+1} \frac{(-1)^m}{m!(P + 1 - m)!} (1 - \alpha)g_{L,\xi} + \frac{1}{(P + 1)!} \alpha g_{R,\xi}$$

$$= \frac{1}{(P+1)!} \left[ (1 - \alpha)g_{L,\xi} - \alpha g_{R,\xi} \right] \left( 1 + \frac{1}{2^{P+1}} (-1)^{P+1} - 1 \prod_{q=1}^{P+1} (1 - \xi_q) \right)$$

$$- \frac{1}{2^{P+1}} \theta - ((1 - \alpha)g_{L,\xi} - \alpha g_{R,\xi})$$

$$= \frac{1}{2^{P+1}(P+1)!} \left[ (1 - \alpha)g_{L,\xi} - \alpha g_{R,\xi} \right] (-1)^{P+1} - 1 \prod_{q=1}^{P+1} (1 - \xi_q) - \theta,$$

where

$$\theta = \left( \prod_{q=1}^{P+1} (\xi_p - \xi_q) \right)_{p=1,2,\ldots,P+1} \quad (A.5)$$

Simplifying in the case of odd and even $P$,

$$-2^{P+1}(P + 1)! \cdot v_{P+1} = \begin{cases} 
\theta & \text{odd } P, \\
2((-1)^{P+1} - 1) \prod_{q=1}^{P+1} (1 - \xi_q) + \theta & \text{even } P.
\end{cases} \quad (A.6)$$

Since $\theta \neq 0$, it is certain that $v_{P+1} \neq 0$ for odd $P$ which proves the first half of the lemma. However, in the case of even $P$, if and only if

$$((-1)^{P+1} - 1) \prod_{q=1}^{P+1} (1 - \xi_q) = -\frac{1}{2} \theta,$$

then $v_{P+1} = 0$ and the second part of the lemma is proven as well.

Proof of Lemma 3.4. For the case of $P = 0$, the single solution point is located at the origin, $\xi = [0]$, and the only correction functions that respect the boundary
constraints are given by \( g_L(\xi) = \frac{1}{2}(1 - \xi) \) and \( g_R(\xi) = \frac{1}{2}(1 + \xi) \), so that \( g_L, \xi = [-\frac{1}{2}] = -g_R, \xi \). The monomial \( s^j(\xi) \) is approximated by its constant interpolant through \( \xi = 0 \), i.e., \( \langle Ps^j \rangle = \frac{1}{2j} \). This yields

\[
(Ps^j)(\xi = 1) = \frac{1}{2j}, \quad (Ps^j)(\xi = -1) = \frac{1}{2j}, \quad \frac{d(Ps^j)}{d\xi} = 0.
\]

Proceeding as in the proof of Lemma 3.3, for any \( j \geq 1 \),

\[
v_j = -\frac{1}{2j(2j-1)!} \left[ \sum_{m=1}^{j} \frac{1}{m!(j-m)!} \left( (-1)^m (1 - \alpha) - \frac{1}{2} + \alpha \frac{1}{2} \right) \frac{1}{2j-m} \right]
\]

\[
= -\frac{1}{2j(2j-1)!} \left[ \frac{1}{2} \sum_{m=1}^{j} \frac{1}{m!(j-m)!} \left( (-1)^m (1 - \alpha) - \frac{1}{2j-m} - (1 - 2\alpha) \frac{1}{2j} \right) \right]
\]

\[
= -\frac{1}{2j(2j-1)!} \left[ \frac{(1 - \alpha)}{2j} \right] \left[ (1 - 1) \left( \frac{1}{2} \right)^j - \alpha \left( 1 \frac{1}{2} \right)^j - (1 - 2\alpha) \frac{1}{2j} \right]
\]

\[
= -\frac{1}{2j+1} \left[ (1 - 1)^j - 1 + (1 - 2\alpha) \frac{1}{2j} \right]
\]

so that

\[
(A.9) \quad -2^{j+1} j! v_j = \begin{cases} 
0, & j = 1, \\
4 - 8\alpha, & j = 2, \\
4 - 24\alpha, & j = 3,
\end{cases}
\]

which shows that \( v_1 = 0, v_2 = 0 \) if and only if \( \alpha = \frac{1}{2} \), and \( v_3 \neq 0 \) if \( \alpha = \frac{1}{2} \). \( \square \)

**Proof of Theorem 3.5.**

1. \( P = 0 \): The proof follows directly from Lemma 3.4 and (3.15).
2. Odd \( P \): The proof follows directly from Lemmas 3.1 and 3.3 and (3.15).
3. Even \( P \): In the case of even \( P \), begin by noting that the right-hand side of (3.28) is symmetric with respect to \( p \), i.e.,

\[
(A.10) \quad \prod_{q=1}^{P+1} (\xi_p - \xi_q) = (-1)^P \prod_{q=1}^{P+1} (\xi_p - \xi_q) = \prod_{q=1}^{P+1} (\xi_{p+2-p} - \xi_q),
\]

owing to the symmetry of the solution points and that \( P \) is even. Hence,

\[
(A.11) \quad (1 - \alpha) g_L, \xi_p - \alpha g_R, \xi_p - (1 - \alpha) g_L, \xi_{P+2-p} + \alpha g_R, \xi_{P+2-p} = 0.
\]

Also, from the symmetry of the correction functions, \( g_R, \xi_p = -g_L, \xi_{P+2-p} \) for \( p = 1, 2, \ldots, P + 1 \), so that

\[
(A.12) \quad (1 - \alpha) g_L, \xi_p - \alpha g_R, \xi_p - (1 - \alpha) g_L, \xi_{P+2-p} + \alpha g_R, \xi_{P+2-p} = (1 - \alpha) g_L, \xi_p + \alpha g_L, \xi_{P+2-p} - (1 - \alpha) g_L, \xi_{P+2-p} - \alpha g_L, \xi_p.
\]
From (A.11) and (A.12),

\[(1 - 2\alpha)(g_{L,\xi_p} - g_{L,\xi_{p+2-p}}) = 0,\]

which shows that either \(\alpha = \frac{1}{2}\) or \(g_{L,\xi_p} = g_{L,\xi_{p+2-p}} = -g_{R,\xi_p}\). The result then follows from substitution into (3.28).

**Proof of Lemma 3.6.** As a continuation of the proof for Lemma 3.4, note that for \(P = 0\) the differentiation operator is a scalar given by (3.16),

\[
Q(kh; \alpha) = \frac{1}{2} \sum_{m=1}^{\infty} \frac{(ikh)^m}{m!} ((-1)^{m+1}(1 - \alpha) + \alpha).
\]

Then, using (3.22) and (3.34), the Taylor expansion of \(F(kh; \alpha^{(2)}, \alpha^{(1)})\) can be written as

\[
F = Q^{(2)} \sum_{j=1}^{\infty} (ikh)^j v_j(\alpha^{(1)}) + ik \frac{h}{2} \sum_{j=1}^{\infty} (ikh)^j v_j(\alpha^{(2)})
\]

\[
= \sum_{j=1}^{\infty} (ikh)^j \left( Q^{(2)} v_j(\alpha^{(1)}) + ik \frac{h}{2} v_j(\alpha^{(2)}) \right)
\]

\[
= \sum_{j=1}^{\infty} (ikh)^j \left( \frac{1}{2} \sum_{m=1}^{\infty} \frac{(ikh)^m}{m!} ((-1)^{m+1}(1 - \alpha^{(2)}) + \alpha^{(2)}) v_j(\alpha^{(1)}) + ik \frac{h}{2} v_j(\alpha^{(2)}) \right)
\]

\[
= \frac{1}{2} \sum_{j=1}^{\infty} (ikh)^{j+1} \left[ v_j(\alpha^{(1)}) + v_j(\alpha^{(2)}) \right]
\]

\[
+ \sum_{m=2}^{\infty} \frac{(ikh)^{m-1}}{m!} \left( ((-1)^{m+1}(1 - \alpha^{(2)}) + \alpha^{(2)}) v_j(\alpha^{(1)}) \right)
\]

\[
= \frac{1}{2} (ikh)^2 \left( v_1(\alpha^{(1)}) + v_1(\alpha^{(2)}) \right)
\]

\[
+ \frac{1}{2} (ikh)^3 \left( v_2(\alpha^{(1)}) + v_2(\alpha^{(2)}) + (\alpha^{(2)} - \frac{1}{2}) v_1(\alpha^{(1)}) \right)
\]

\[
+ \frac{1}{2} (ikh)^4 \left( v_3(\alpha^{(1)}) + v_3(\alpha^{(2)}) + \frac{1}{6} v_1(\alpha^{(1)}) + (\alpha^{(2)} - \frac{1}{2}) v_2(\alpha^{(1)}) \right)
\]

\[+ O((kh)^5).\]

Substituting \(v_1 = 0, v_2(\alpha) = 4 - 8\alpha, \) and \(v_3 = 4 - 24\alpha\) from (A.9), we get

\[
F = \frac{1}{2} (ikh)^3 \left( 8(1 - \alpha^{(1)} - \alpha^{(2)}) \right)
\]

\[
+ (ikh)^4 \left( 3 - 10\alpha^{(1)} - 10\alpha^{(2)} - 4\alpha^{(1)}\alpha^{(2)} \right) + O((kh)^5),
\]

which completes the proof.

**Proof of Theorem 3.7.**

1. \(P = 0\): The proof follows directly from Lemma 3.6 and (3.33).
2. For $P > 0$, define $\sigma = \min(\sigma^{(1)}, 1 - 1, \sigma^{(1)} \cdot 2)$. Then, substituting (3.35) into (3.34) yields

$$\mathbf{F} = \mathbf{Q}^{(2)} = \sum_{j=\sigma^{(1)}+1}^{\infty} (ikh)^j \mathbf{v}_j^{(1)} + ikh^2 \sum_{j=\sigma^{(1)}+1}^{\infty} (ikh)^j \mathbf{v}_j^{(2)}$$

(A.14)

$$= (ikh)^{\sigma+2} \left[ \sum_{j=\sigma^{(1)}+1-\sigma}^{\infty} (ikh)^j \mathbf{Q}^{(2)} \mathbf{v}_j^{(1)} + \frac{1}{2} \sum_{j=\sigma^{(1)}+1-\sigma}^{\infty} (ikh)^j \mathbf{v}_{j-1}^{(2)} \right].$$

Now, by definition, $\sigma \leq \sigma^{(1)} - 1$ and $\sigma < \sigma^{(1)} \cdot 2$. So, from the triangle inequality,

$$\lim_{kh \to 0} |\mathbf{F}| \leq c(g^{(1)}, g^{(2)}, \alpha^{(1)}, \alpha^{(2)})(kh)^{\sigma+2}.$$  

The proof then follows from (3.33).

Appendix B. Proofs of results in section 4.

**Proof of Lemma 4.1.** Plugging (4.4) and (4.5) into (4.3) and using the triangle inequality, the Euclidean vector norm of derivative error can be bounded as follows:

$$\|\mathbf{E}(kh; g, \alpha)\|_2 \leq k^2 \sum_{p=1}^{P+1} |\lambda_p(kh) - 1| |\beta_p(kh)|$$

$$\leq k^2 \left[ |\lambda_1(kh) - 1| |\beta_1(kh)| + \sum_{p=2}^{P+1} (|\lambda_p(kh)| |\beta_p(kh)| + |\beta_p(kh)|) \right]$$

$$\leq k^2 \left[ c_1^\lambda(kh)^q_1 \left( \sqrt{p+1} + c_1^\beta(kh)^q_1 \right) + \sum_{p=2}^{P+1} \left( c_1^\lambda(kh)^q_1 + c_1^\beta(kh)^q_1 \right) \right]$$

(B.1)

$$\leq \max_{p=2}^{P+1} \left( \sqrt{p+1} + 1 c_1^\lambda, c_1^\beta \right) (kh)^{1+\min_{p=2}^{P+1} (q_1, q_1, q_1, q_1)} \text{ as } kh \to 0.$$  

Now, for any finite $P$, the equivalence of vector norms [15] implies that

$$\max_{p=1}^{P+1} |\mathbf{E}_p(kh; g, \alpha)| = \|\mathbf{E}(kh; g, \alpha)\|_\infty$$

(B.2)

$$\leq c_{\infty, 2} \|\mathbf{E}(kh; g, \alpha)\|_2$$

for some constant $c_{\infty, 2}$. The proof now follows from (3.15).

**Proof of Lemma 4.2.** The rate of convergence of $\lambda_1^2$ can be obtained from (4.7) by observing that

$$|\lambda_1^2(kh) - 1| = |\lambda_1(kh) - 1| \lambda_1(kh) + 1| \leq 2c_1^\lambda(kh)^q_1 \text{ as } kh \to 0.$$  

Similarly, the rate of convergence of $\lambda\beta^2$ can be obtained from (4.5) and (4.7),

$$|\lambda\beta^2(kh)\beta_p(kh)| = \frac{|\lambda_p(kh)\beta_p(kh)|^2}{|\beta_p(kh)|} \leq \frac{(c_p^\beta)^2}{c_p^\delta}(kh)^{2q_\beta - q_\delta} \text{ as } kh \to 0.$$  
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Now, plugging (B.3), (B.4), and (4.5) into (4.9) and using the triangle inequality, the Euclidean norm of error in the second derivative can be bounded as follows:

\[
\|F(kh; g, \alpha)\|_2 \leq \frac{k^2h^2}{4} \sum_{p=1}^{P+1} |\lambda_p^2(kh) - 1| |\beta_p(kh)|
\]

\[
\leq \frac{k^2h^2}{4} \left[ |\lambda_1^2(kh) - 1| |\beta_1(kh)| + \sum_{p=2}^{P+1} (|\lambda_p^2(kh)||\beta_p(kh)| + |\beta_p(kh)|) \right]
\]

\[
\leq \frac{k^2h^2}{4} \left[ 2c_1^2(kh)q_i \left( \sqrt{P+1} + c_1^2(kh)q_i \right)
\right.
\]

\[
\left. + \sum_{p=2}^{P+1} \left( \frac{(c_p^\lambda)^2}{c_p^\beta} (kh)^2c_p^\beta(\lambda_p^\lambda - q_p^\lambda) + c_p^\beta(kh)q_p^\beta \right) \right]
\]

\[(B.5) \leq \frac{P+1}{\max_{p=2}^P} \left( 2\sqrt{P+1} + c_1^2 \left( \frac{(c_p^\lambda)^2}{c_p^\beta} + c_p^\beta \right) (kh)^2 \right)
\]

\[
\frac{P+1}{\min_{p=2}^P (q_i^\lambda, q_p^\lambda - q_p^\beta)}
\]

as \(kh \to 0\). The proof now follows from (B.2) and (3.33).

**Proof of Theorem 4.3.** From [6], we know that \(\lambda_p\) for \(p \neq 1\) diverges in the limit of \(kh \to 0\). Then, from \(\pi_p(k, h) = iak\lambda(kh) + bk^2\lambda^2(kh)\), for a fixed \(k\),

\[(B.6) |\pi_p^{-1}(k, h)| \to 0, \quad p = 2, \ldots, P + 1 \quad \text{as} \quad h \to 0.
\]

Moreover, using (4.4) and (B.3) the convergence rate of \(\pi_1\) can be obtained as

\[
|\pi_1(k, h) - (iak - bk^2)| \leq |ak||\lambda_1(kh) - 1| + |bk^2||\lambda_1^2(kh) - 1|
\]

\[(B.7) \leq c(k, a, b)h^{q_i^\lambda} \quad \text{as} \quad h \to 0
\]

for some \(k\)-dependent constant \(c\). This immediately yields

\[
|1 - (iak - bk^2)\pi_1^{-1}(k, h)| \leq \frac{c(k, a, b)}{|(iak - bk^2)|} h^{q_i^\lambda} \quad \text{as} \quad h \to 0.
\]

Then, from the triangle inequality, the Euclidean norm of pointwise error in the \(n\)th element can be bounded using (4.13) as follows:

\[
\|e_u(x_n)\|_2 \leq \sum_{p=1}^{P+1} \left| 1 - (iak - bk^2)\pi_p^{-1}(k, h) \right| |\beta_p(kh)|
\]

\[
\leq |1 - (iak - bk^2)\pi_1^{-1}(k, h)| |\beta_1(kh)| + \sum_{p=2}^{P+1} |\beta_p(kh)|
\]

\[
\leq \frac{c(k, a, b)}{|(iak - bk^2)|} h^{q_i^\lambda} \left( \sqrt{P+1} + c_1^2(kh)q_i^\beta \right) + \sum_{p=2}^{P+1} c_p^\beta(kh)q_p^\beta
\]

\[(B.9) \leq C'(k, a, b, P) \frac{P+1}{\max_{p=2}^P (q_i^\lambda, q_p^\lambda - q_p^\beta)} \quad \text{as} \quad h \to 0,
\]
where $C'$ is some scheme and equation dependent constant. The proof is completed by observing that

$$
\|e_u\|_{\ell^2(\Omega^\delta)} = \left[ \frac{1}{N(P+1)} \sum_{n=1}^{N} \sum_{p=1}^{P+1} |e_u(x_{n,p})|^2 \right]^{1/2} = \left[ \frac{1}{N(P+1)} \sum_{n=1}^{N} \|e_u(x_n)\|_2^2 \right]^{1/2} \leq C'(k, a, b, P) \frac{p+1}{P+1} \min_{p=2}^{P+1} (q_1^p; q_0^p) \text{ as } h \to 0.
$$

(B.10)
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