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1 Abstract

In 1975 Chapman, Mark and Pirtle suggested that computers should begin to supplant wind tunnels. This paper examines the extent to which this vision has been sustained, and what remains to be done to achieve the goal of a numerical wind tunnel. Five principal steps in the development of software for aerodynamic simulation are identified, with emphasis on the issues of mathematical modeling of fluid flow and computational algorithms. After a survey of the current state of the art, future prospects are examined. In light of progress in computer processing speeds and memory, it is concluded that the goal will be realized, though much remains to be done, and to be an effective tool, aerodynamic simulation needs to be embedded in a complete numerical design environment.

2 Introduction

In a landmark paper of 1975 [1], Chapman, Mark and Pirtle anticipated that “computers should begin to supplant wind tunnels in the aerodynamic design and testing process”. In effect, computers would ultimately provide a numerical wind tunnel. They listed three main objectives of computational aerodynamics:

1. To provide flow simulations that are either impractical or impossible to obtain in wind tunnels or other ground based experimental test facilities.

2. To lower the time and cost required to obtain aerodynamic flow simulations necessary for the design of new aerospace vehicles.

3. Eventually, to provide more accurate simulations of flight aerodynamics than wind tunnels can.

Chapman, Mark, and Pirtle also noted that the inherent limitations of computational and wind tunnel simulations are complementary. Wind tunnels are limited by the size of the models that can be placed in them, and by the density, temperature and velocity of the flow that they can sustain, with the consequence that flight-Reynolds numbers cannot be realized with complete models. Their accuracy is also limited by wall and support interference, and by aeroelastic distortion. Computers are not limited in any of these ways, but they are limited in speed and memory, which in turn limit the attainable complexity and resolution of the simulations.

Now that computational fluid dynamics (CFD) has come of age, we can survey the extent to which their vision has been sustained, and examine what remains to be done to achieve a more complete realization of the goal of a numerical wind tunnel. Prior to 1965 computational methods were hardly used in aerodynamic analysis, although they were widely used for structural analysis. There had been serious studies of CFD at Los Alamos and a basic theoretical groundwork and fundamental algorithms had been developed, especially at the Courant Institute. The introduction of panel methods by Hess and Smith at Douglas Aircraft in 1962, and their subsequent development [2, 3, 4], marked the introduction of CFD as a practical tool for aerodynamic analysis.

The decade 1970–1980 was a period in which CFD became useful for the analysis of previously intractable transonic flow problems. Garabedian and his associates at the Courant Institute devel-
oped design and analysis methods for supercritical airfoils from 1970 onwards [5], and these were used by Whitcomb to improve his airfoils [6]. Murman and Cole revolutionized the field by their introduction of a scheme using mixed upwind and central differences to solve the transonic small disturbance equation [7, 8]. This was extended to treat general transonic potential flows in the author's rotated difference scheme [9], and fully conservative and finite volume implementations were soon developed [10, 11, 12]. Intensive research led to dramatic reductions in computational costs through the use of fast algorithms, notably the introduction of approximate factorization methods and multigrid schemes [13, 14, 15, 16, 17, 18, 19, 20]. There were also notable developments in algorithms for solving the Euler and Navier-Stokes equations, including the MacCormack and the Beam-Warming schemes [21, 22, 23]. An important theoretical development was the Kreiss-Gustafsson theory for initial boundary value problems [24, 25, 26]. This decade also saw the emergence of practical computer programs for three-dimensional transonic flow, some of which have remained in use to the present time.1

The decade 1980–1990 saw the rapid expansion of CFD to more complex applications, which included more complete geometric configurations and higher level models of the flow. A variety of methods were developed for the solution of the Euler and Navier-Stokes equations on arbitrary meshes, including NASA Langley's CFL3D and NASA Ames' ARC3D and INS3D codes. The author's FLO57 code to solve the three-dimensional Euler equations was also widely distributed, and provided the basis for Euler codes used at Boeing, for the Lockheed TEAM code, and for NASA Langley's TLNS3D code to solve the thin layer Navier-Stokes equations. Multigrid acceleration methods were extended to the Euler equations [27, 28, 29]. These methods achieve very rapid convergence to a steady state by advancing the solution in a cycle through a sequence of successively coarser grids, on each of which the correction is determined by the error on the next finer grid. This essentially allows global equilibrium to be achieved simultaneously with local equilibrium. Intensive research efforts were concentrated on the development of non-oscillatory shock capturing schemes, with the emergence of key new concepts such as flux splitting [30], and total variation diminishing (TVD) and essentially non-oscillatory (ENO) schemes [31, 32].

An obstacle to the treatment of configurations with complex geometry has been the problem of mesh generation. Several general techniques were developed, including algebraic transformations and methods based on the solution of elliptic and hyperbolic equations. In the last few years methods using unstructured meshes have also begun to gain more general acceptance. The Dassault-INRIA group led the way in developing a finite element method for transonic potential flow. They obtained a solution for a complete Falcon 50 as early as 1982 [33]. Euler methods for unstructured meshes have been the subject of intensive development by several groups since 1985 [34, 35, 36, 37, 38], and Navier-Stokes methods on unstructured meshes have also been demonstrated [39, 40].

In the next section, this paper discusses steps needed for the implementation of a numerical wind tunnel which could meet industrial needs. A critical issue examined in Section 4 is the choice of mathematical models: what level of complexity is needed to provide sufficient accuracy for aerodynamic design, and what is the impact on cost and turn-around. Section 5 addresses issues in the formulation of numerical algorithms which provide the fundamental building blocks for a numerical wind tunnel. Issues of software design, verification, and maintenance are briefly reviewed in Section 6, which also addresses software evaluation and validation. Section 7 addresses the current state of the art, and presents representative calculations from a number of contributors who have kindly supplied their results. The final section examines some of the remaining issues, including optimization and design, and offers an outlook for the future.

3 Disciplines and steps needed for the implementation of a numerical wind tunnel

CFD, as it has now developed, lies at the intersection of a number of distinct disciplines, as illustrated

---

1FLO22, for example, developed by Caughey and the author was modified by Heine for inverse wing design, and is still used at Douglas Aircraft.
in the Figure 1. These include Mathematics, Fluid Dynamics, Computer Science, and (for useful aeronautical applications) Aerospace Engineering. The development of a numerical wind tunnel will require all of these disciplines. The theoretical underpin- 
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Figure 1: Disciplines of Computational Aerodynamics.

ing of the results.

The complexity of fluid flow is such that useful CFD methods can hardly be developed without a good understanding of fluid mechanics, and uncritical use of inappropriate CFD methods by users lacking an understanding of fluid mechanics can lead to unfortunate results. Numerical dissipation, for example, can lead to spurious flow separation at a high angle of attack in what is supposed to be an inviscid solution. Finally, it is difficult to achieve effective use of CFD methods in the design process without a broad knowledge of aerospace engineering. This background is needed both to determine which calculations are likely to be useful and cost effective, and to know how to interpret the results to improve a proposed design.

The core requirement for the successful implementation of a numerical wind tunnel is the development of the basic software for the computational simulation of complex fluid flows. A level of accuracy sufficient to assure confidence in the aerodynamic design must be achieved with acceptable computational costs and rapid turn-around. Five principal steps can be identified in the development of software for aerodynamic simulation. These are:

1. Choice of a mathematical model appropriate to the requirements.

2. Mathematical analysis of the model to ensure that the problem is properly formulated (for example, definition of far field boundary conditions, conditions for uniqueness).

3. Formulation of a numerical approximation scheme.

4. Implementation as a computer program.

5. Validation.

All of these steps need to be carefully carried out to produce the reliable, robust, and accurate software that is needed.

Software which meets the basic requirements for the computational simulation of aerodynamic flows is the first step towards a numerical wind tunnel, but not by itself sufficient. A satisfactory numerical wind tunnel will need the simulation software to be embedded in a more comprehensive environment to provide user-friendly interfaces and efficient data.
management. The transfer of large volumes of data representing the geometries and computational results can become a major bottleneck. It is essential to develop procedures allowing the easy transfer of geometric data from computer-aided design (CAD) systems. A numerical wind tunnel should also contain automatic measurement systems capable of determining the geometry of real objects. These interfaces should be general enough to allow the substitution of alternative CAD systems, and also of alternative aerodynamic simulation modules. Efficient methods for handling the output data are equally important. These must provide both for visualization of the results, and for their quantitative evaluation. Visualization is important because it can provide the designer with the insights needed to make an improvement, while quantitative evaluation is needed both for verification of the performance, and to allow optimization of the design.

4 Mathematical Models of Fluid Flow and Computational Costs

The choice of a model depends on the complexity of the flow, the level of accuracy required, and the computational cost. The Reynolds number of aerodynamic flows associated with the flight envelopes of full-scale aircraft are very large (of the order of 10 million and up). Correspondingly the flows that need to be predicted are generally turbulent. The size of the smallest eddies in a turbulent flow may be estimated by dimensional analysis to be of the order of Re², where Re is the Reynolds number based on a representative global length scale. In a three-dimensional simulation, allowing for the need to resolve time scales which correspond to the smallest length scales, the computational complexity of a full simulation of a turbulent flow, down to the smallest scales in space and time, can therefore be estimated as proportional to the cube of the Reynolds number. Consequently a direct simulation of the full Navier-Stokes equations is not feasible, forcing the use of mathematical models with some level of simplification. Figure 2 indicates a hierarchy of models at different levels of simplification which have proved useful in practice. Efficient flight is generally achieved by the use of smooth and streamlined shapes which avoid flow separation and minimize viscous effects, with the consequence that useful predictions can be made using inviscid models. Inviscid calculations with boundary layer corrections can provide quite accurate predictions of lift and drag when the flow remains attached, but iteration between the inviscid outer solution and the inner boundary layer solution becomes increasingly difficult with the onset of separation. Procedures for solving the full viscous equations are likely to be needed for the simulation of arbitrary complex separated flows, which may occur at high angles of attack or with bluff bodies. In order to treat flows at high Reynolds numbers, one is generally forced to estimate turbulent effects by Reynolds averaging of the fluctuating components. This requires the introduction of a turbulence model. As the available computing power increases one may also aspire to large eddy simulation (LES) in which the larger scale eddies are directly calculated, while the influence of turbulence at scales smaller than the mesh interval is represented by a subgrid scale model.

Computational costs vary drastically with the choice of mathematical model. Panel methods can be effectively implemented with higher-end personal computers (with an Intel 80486 microprocessor, for
example). Studies of the dependency of the result on mesh refinement, performed by this author and others, have demonstrated that inviscid transonic potential flow or Euler solutions for an airfoil can be accurately calculated on a mesh with 160 cells around the section, and 32 cells normal to the section. Using multigrid techniques 10 to 25 cycles are enough to obtain a converged result. Consequently airfoil calculations can be performed in seconds on a Cray YMP, and can also be performed on 486-class personal computers. Correspondingly accurate three-dimensional inviscid calculations can be performed for a wing on a mesh, say with $192 \times 32 \times 48 = 294,912$ cells, in about 5 minutes on a single processor Cray YMP, or less than a minute with eight processors, or in 1 or 2 hours on a workstation such as a Hewlett Packard 735 or an IBM 560 model.

Viscous simulations at high Reynolds numbers require vastly greater resources. Careful two-dimensional studies of mesh requirements have been carried out at Princeton by Martinelli. He found that on the order of 32 mesh intervals were needed to resolve a turbulent boundary layer, in addition to 32 intervals between the boundary layer and the far field, leading to a total of 64 intervals. In order to prevent degradations in accuracy and convergence due to excessively large aspect ratios (in excess of 1,000) in the surface mesh cells, the chordwise resolution must also be increased to 512 intervals. Reasonably accurate solutions can be obtained in a $512 \times 64$ mesh in 100 multigrid cycles. Figure 3 shows a comparison of experimental data with a calculated result for the RAE 2822 airfoil at a Mach number of 0.729, an angle of attack of $2.31^\circ$ and a Reynolds number of 6 million. Translated to three dimensions, this would imply the need for meshes with 5–10 million cells (for example, $512 \times 64 \times 256 = 8,388,608$ cells). When simulations are performed on less fine meshes with, say, 500,000 to 1 million cells, it is very hard to avoid mesh dependency in the solutions as well as sensitivity to the turbulence model.

A typical algorithm requires of the order of 5,000 floating point operations per mesh point in one multigrid iteration. With 10 million mesh points, the operation count is of the order of $0.5 \times 10^{11}$ per cycle. Given a computer capable of sustaining $10^{11}$ operations per second (100 gigaflops), 200 cycles could then be performed in 100 seconds. Simulations of unsteady viscous flows (flutter, buffet) would be likely to require 1,000–10,000 time steps. A further progression to large eddy simulation of complex configurations would require even greater resources. The following estimate is due to W.H. Jou [41]. Suppose that a conservative estimate of the size of eddies in a boundary layer that ought to be resolved is 1/5 of the boundary layer thickness. Assuming that 10 points are needed to resolve a single eddy, the mesh interval should then be 1/50 of the boundary layer thickness. Moreover, since the eddies are three-dimensional, the same mesh interval should be used in all three directions. Now, if the boundary layer thickness is of the order of 0.01 of the chord length, 5,000 intervals will be needed in the chordwise direction, and for a wing with an aspect ratio of 10, 50,000 intervals will be needed in the spanwise
direction. Thus, of the order of $50 \times 5,000 \times 50,000$ or 12.5 billion mesh points would be needed in the boundary layer. If the time dependent behavior of the eddies is to be fully resolved using time steps on the order of the time for a wave to pass through a mesh interval, and one allows for a total time equal to the time required for waves to travel three times the length of the chord, of the order of 15,000 time steps would be needed. Performance beyond the teraflop ($10^{12}$ operations per second) will be needed to attempt calculations of this nature, which also have an information content far beyond what is needed for engineering analysis and design. The designer does not need to know the details of the eddies in the boundary layer. The primary purpose of such calculations is to improve the calculation of averaged quantities such as skin friction, and the prediction of global behavior such as the onset of separation. The current use of Navier-Stokes and large eddy simulations is to try to gain an improved insight into the physics of turbulent flow, which may in turn lead to the development of more comprehensive and reliable turbulence models.

It is doubtful whether a universally valid turbulence model, capable of describing all complex flows, could be devised [42]. Algebraic models [43, 44] have proved fairly satisfactory for the calculation of attached and slightly separated wing flows. These models rely on the boundary layer concept, usually incorporating separate formulas for the inner and outer layers, and they require an estimate of a length scale which depends on the thickness of the boundary layer. The estimation of this quantity by a search for a maximum of the vorticity times a distance to the wall, as in the Baldwin-Lomax model, can lead to ambiguities in internal flows, and also in complex vortical flows over slender bodies and highly swept or delta wings [45, 46]. The Johnson-King model [47], which allows for non-equilibrium effects through the introduction of an ordinary differential equation for the maximum shear stress, has improved the prediction of flows with shock induced separation [48, 49].

One-point closure models depending on the solution of transport equations are widely accepted for industrial applications. These models eliminate the need to estimate a length scale by detecting the edge of the boundary layer. Eddy viscosity models typi-
5 Algorithms for flow simulation

The computational simulation of fluid flow presents a number of severe challenges for algorithm design. At the level of inviscid modeling, the inherent nonlinearity of the fluid flow equations leads to the formation of singularities such as shock waves and contact discontinuities. Moreover, the geometric configurations of interest are extremely complex, and generally contain sharp edges which lead to the shedding of vortex sheets. Extreme gradients near stagnation points or wing tips may also lead to numerical errors that can have global influence. Numerically generated entropy may be convected from the leading edge for example, causing the formation of a numerically induced boundary layer which can lead to separation. The need to treat exterior domains of infinite extent is also a source of difficulty. Boundary conditions imposed at artificial outer boundaries may cause reflected waves which significantly interfere with the flow. When viscous effects are also included in the simulation, the extreme difference of the scales in the viscous boundary layer and the outer flow, which is essentially inviscid, is another source of difficulty, forcing the use of meshes with extreme variations in mesh interval. For these reasons CFD, has been a driving force for the development of numerical algorithms.

The algorithm designer faces a number of critical decisions. The first choice that must be made is the nature of the mesh used to divide the flow field into discrete subdomains. The discretization procedure must allow for the treatment of complex configurations. The principal alternatives are Cartesian meshes, body-fitted curvilinear meshes, and unstructured tetrahedral meshes. Each of these approaches has advantages which have led to their use. The Cartesian mesh minimizes the complexity of the algorithm at interior points and facilitates the use of high order discretization procedures, at the expense of greater complexity, and possibly a loss of accuracy, in the treatment of boundary conditions at curved surfaces. This difficulty may be alleviated by using mesh refinement procedures near the surface. With their aid, schemes which use Cartesian meshes have recently been developed to treat very complex configurations [61, 62, 63, 64].

Body-fitted meshes have been widely used and are particularly well suited to the treatment of viscous flow because they readily allow the mesh to be compressed near the body surface. With this approach, the problem of mesh generation itself has proved to be a major pacing item. The most commonly used procedures are algebraic transformations [65, 66, 67, 68], methods based on the solution of elliptic equations, pioneered by Thompson [69, 70, 71, 72], and methods based on the solution of hyperbolic equations marching out from the body [73]. In order to treat very complex configurations it generally proves expedient to use a multi-block [74, 75] procedure, with separately generated meshes in each block, which may then be patched at block faces, or allowed to overlap, as in the Chimera scheme [76, 77]. While a number of interactive software systems for grid generation have been developed, such as EAGLE, GRIDGEN, GRAPE, and ICEM, the generation of a satisfactory grid for a very complex configuration may require months of effort.

The alternative is to use an unstructured mesh in which the domain is subdivided into tetrahedrons. This in turn requires the development of solution algorithms capable of yielding the required accuracy on unstructured meshes. This approach has been gaining acceptance, as it is becoming apparent that it can lead to a speed-up and reduction in the cost of mesh generation that more than offsets the increased complexity and cost of the flow simulations. Two competing procedures for generating triangulations which have both proved successful are Delaunay triangulation [78], based on concepts introduced at the beginning of the century by Voronoi [79], and the moving front method [80].

Associated with choice of mesh type is the formulation of the discretization procedure for the equations of fluid flow, which can be expressed as differential conservation laws. In the Cartesian tensor notation, let $x_i$ be the coordinates, $p$, $\rho$, $T$, and $E$ the pressure, density, temperature, and total energy, and $u_i$ the velocity components. Each conservation equation has the form

$$\frac{\partial w}{\partial t} + \frac{\partial F_j}{\partial x_j} = 0. \tag{1}$$

For the mass equation

$$w = \rho, \quad F_j = \rho u_j.$$
For the momentum equation

\[ w_i = \rho u_i, \quad F_{ij} = \rho u_i u_j + p \delta_{ij} - \sigma_{ij}, \]

where \( \sigma_{ij} \) is the viscous stress tensor. For the energy equation

\[ w = \rho E, \quad F_j = (\rho E + p)u_j - \sigma_{jk} u_k - \kappa \frac{\partial T}{\partial x_j}, \]

where \( \kappa \) is the coefficient of heat conduction. The pressure is related to the density and energy by the equation of state

\[ p = (\gamma - 1)\rho \left( E - \frac{1}{2} u_i u_i \right) \]

in which \( \gamma \) is the ratio of specific heats. In the Navier-Stokes equations the viscous stresses are assumed to be linearly proportional to the rate of strain, or

\[ \sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \lambda \delta_{ij} \left( \frac{\partial u_k}{\partial x_k} \right), \]

where \( \mu \) and \( \lambda \) are the coefficients of viscosity and bulk viscosity, and usually \( \lambda = -2\mu/3. \)

The finite difference method, which requires the use of a Cartesian or a structured curvilinear mesh, directly approximates the differential operators appearing in these equations. In the finite volume method [81], the discretization is accomplished by dividing the domain of the flow into a large number of small subdomains, and applying the conservation laws in the integral form

\[ \frac{\partial}{\partial t} \int_\Omega w dV + \int_{\partial \Omega} \mathbf{F} \cdot d\mathbf{S} = 0. \]

Here \( \mathbf{F} \) is the flux appearing in equation (1) and \( d\mathbf{S} \) is the directed surface element of the boundary \( \partial \Omega \) of the domain \( \Omega \). The use of the integral form has the advantage that no assumption of the differentiability of the solutions is implied, with the result that it remains a valid statement for a subdomain containing a shock wave. In general the subdomains could be arbitrary, but it is convenient to use either hexahedral cells in a body conforming curvilinear mesh or tetrahedrons in an unstructured mesh.

Alternative discretization schemes may be obtained by storing flow variables at either the cell centers or the vertices. These variations are illustrated in Figure 4 for the two-dimensional case. With a cell-centered scheme the discrete conservation law takes the form

\[ \frac{d}{dt} w V + \sum_{\text{faces}} \mathbf{F} \cdot \mathbf{S} = 0, \tag{2} \]

where \( V \) is the cell volume, and \( \mathbf{F} \) is now a numerical estimate of the flux vector through each face. \( \mathbf{F} \) may be evaluated from values of the flow variables in the cells separated by each face, using upwind biasing to allow for the directions of wave propagation. With hexahedral cells, equation (2) is very similar to a finite difference scheme in curvilinear coordinates. Under a transformation to curvilinear coordinates \( X_j \), equation (1) becomes

\[ \frac{\partial}{\partial t} (J w) + \frac{\partial}{\partial X_j} \left( J \frac{\partial X_i}{\partial x_j} F_j \right) = 0, \]

where \( J \) is the Jacobian determinant of the transformation matrix \( \frac{\partial X_i}{\partial x_j} \). The transformed flux \( J \frac{\partial X_i}{\partial x_j} F_j \) corresponds to the dot product of the flux \( \mathbf{F} \) with a vector face area \( J \frac{\partial X_i}{\partial x_j} \), while \( J \) represents the transformation of the cell volume. The finite volume form (2) has the advantages that it is valid for both structured and unstructured meshes, and that it assures that a uniform flow exactly satisfies the equations, because \( \sum_{\text{faces}} \mathbf{S} = 0 \) for a closed control volume. Finite difference schemes do not necessarily satisfy this constraint because of the discretization errors in evaluating \( \frac{\partial X_i}{\partial x_j} \) and the inversion of the transformation matrix. A cell-vertex finite volume scheme can be derived by taking the union of the cells surrounding a given vertex as the control volume for that ver-
tex [82, 83, 84]. In equation (2), \( V \) is now the sum of the volumes of the surrounding cells, while the flux balance is evaluated over the outer faces of the polyhedral control volume. In the absence of upwind biasing the flux vector is evaluated by averaging over the corners of each face. This has the advantage of remaining accurate on an irregular or unstructured mesh.

An alternative route to the discrete equations is provided by the finite element method. Whereas the finite difference and finite volume methods approximate the differential and integral operators, the finite element method proceeds by inserting an approximate solution into the exact equations. On multiplying by a test function \( \phi \) and integrating by parts over space, one obtains the weak form

\[
\frac{\partial}{\partial t} \int_\Omega \phi wd\Omega = \int_\Omega \int_\Omega F \cdot \nabla \phi d\Omega - \int_{\partial \Omega} \phi F \cdot dS \tag{3}
\]

which is also valid in the presence of discontinuities in the flow. In the Galerkin method the approximate solution is expanded in terms of the same family of functions as those from which the test functions are drawn. By choosing test functions with local support, separate equations are obtained for each node. For example, if a tetrahedral mesh is used, and \( \phi \) is piecewise linear, with a nonzero value only at a single node, the equations at each node have a stencil which contains only the nearest neighbors. In this case the finite element approximation corresponds closely to a finite volume scheme. If a piecewise linear approximation to the flux \( F \) is used in the evaluation of the integrals on the right hand side of equation (3), these integrals reduce to formulas which are identical to the flux balance of the finite volume scheme.

Thus the finite difference and finite volume methods lead to essentially similar schemes on structured meshes, while the finite volume method is essentially equivalent to a finite element method with linear elements when a tetrahedral mesh is used. Provided that the flow equations are expressed in the conservation law form (1), all three methods lead to an exact cancelation of the fluxes through interior cell boundaries, so that the conservative property of the equations is preserved. The importance of this property ensuring correct shock jump conditions was pointed out by Lax and Wendroff [85].

These procedures lead to nondissipative approximations to the Euler equations. Dissipative terms may be needed for two reasons. The first is the possibility of undamped oscillatory modes. The second reason is the need for the clean capture of shock waves and contact discontinuities without undesirable oscillations. An extreme overshoot could result in a negative value of an inherently positive quantity such as the pressure or density. Consider a general semi-discrete scheme of the form

\[
\frac{d}{dt} v_j = \sum_k c_{jk} (v_k - v_j). \tag{4}
\]

A maximum cannot increase and minimum cannot decrease if the coefficients \( c_{jk} \) are non-negative, since at a maximum \( v_k - v_j \leq 0 \), and at a minimum \( v_k - v_j \geq 0 \). Thus the condition

\[
c_{jk} \geq 0 \tag{5}
\]

is sufficient to ensure stability in the maximum norm. Moreover, if the scheme has a compact stencil, so that \( c_{jk} = 0 \) when \( j \) and \( k \) are not nearest neighbors, a local maximum cannot increase and local minimum cannot decrease. This local extremum diminishing (LED) property prevents the birth and growth of oscillations. The one-dimensional conservation law

\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} f(u) = 0
\]

provides a useful model for analysis. In this case waves are propagated with a speed \( a(u) = \frac{\partial f}{\partial u} \), and the solution is constant along the characteristics \( \frac{dx}{dt} = a(u) \). Thus the LED property is satisfied. In fact the total variation

\[
TV(u) = \int_{-\infty}^{\infty} \left| \frac{\partial u}{\partial x} \right| dx
\]

of a solution of this equation does not increase, provided that any discontinuity appearing in the solution satisfies an entropy condition [86]. Harten proposed that difference schemes ought to be designed so that the discrete total variation cannot increase [31]. If the end values are fixed, the total variation can be expressed as

\[
TV(u) = 2 \left( \sum \text{maxima} - \sum \text{minima} \right).
\]

Thus an LED scheme is also total variation diminishing (TVD). On a triangular mesh, a definition of total variation such as

\[
TV(u) = \int \| \nabla u \| dS
\]
is not an entirely satisfactory measure of oscillation. This is illustrated in Figure 5, where the total variation of two peaks is found to be less than that of a single ridge. The LED principle, however, continues to be useful for multi-dimensional problems on both structured and unstructured meshes.

Positivity conditions of the type expressed in equations (4) and (5) lead to diagonally dominant schemes, and are the key to the elimination of improper oscillations. The positivity conditions may be realized by the introduction of diffusive terms or by the use of upwind biasing in the discrete scheme. Unfortunately, they may also lead to severe restrictions on accuracy unless the coefficients have a complex nonlinear dependence on the solution. Following the pioneering work of Godunov [87], a variety of dissipative and upwind schemes designed to have good shock capturing properties have been developed during the past two decades [30, 88, 89, 90, 91, 92, 31, 93, 94, 95, 96, 97, 98].

A conservative semidiscrete approximation to the one-dimensional conservation law can be derived by subdividing the line into cells. Then the evolution of the value \( v_j \) in the \( j \)th cell is given by

\[
\Delta x \frac{d}{dt} v_j + (h_{j+\frac{1}{2}} - h_{j-\frac{1}{2}}) = 0,
\]

where \( h_{j+\frac{1}{2}} \) is an estimate of the flux between cells \( j \) and \( j+1 \). The simplest estimate is the arithmetic average \( (f_{j+1} + f_j)/2 \) but this leads to a scheme that does not satisfy the positivity conditions. To correct this, one may add a dissipative term and set

\[
h_{j+\frac{1}{2}} = \frac{1}{2} (f_{j+1} + f_j) - \alpha_{j+\frac{1}{2}} (v_{j+1} - v_j).
\]

In order to estimate the required value of the coefficient \( \alpha_{j+\frac{1}{2}} \), let \( a_{j+\frac{1}{2}} \) be a numerical estimate of the wave speed \( \frac{\partial f}{\partial v} \),

\[
a_{j+\frac{1}{2}} = \begin{cases} \frac{f_{j+1} - f_j}{v_{j+1} - v_j} & \text{if } v_{j+1} \neq v_j \\ \frac{\partial f}{\partial v} \bigg|_{v=v_j} & \text{if } v_{j+1} = v_j \end{cases}
\]

Now

\[
h_{j+\frac{1}{2}} = f_j + \frac{1}{2} (f_{j+1} - f_j) - \alpha_{j+\frac{1}{2}} (v_{j+1} - v_j)
\]

\[
= f_j - \left( \alpha_{j+\frac{1}{2}} - \frac{1}{2} a_{j+\frac{1}{2}} \right) (v_{j+1} - v_j)
\]

and similarly

\[
h_{j-\frac{1}{2}} = f_j - \left( \alpha_{j-\frac{1}{2}} + \frac{1}{2} a_{j-\frac{1}{2}} \right) (v_j - v_{j-1}).
\]

Thus the positivity conditions are satisfied if

\[
a_{j+\frac{1}{2}} \geq \frac{1}{2} \left| a_{j+\frac{1}{2}} \right|
\]

for all \( j \). The minimum sufficient value of one half the wave speed produces the upwind scheme

\[
h_{j+\frac{1}{2}} = \begin{cases} f_j & \text{if } a_{j+\frac{1}{2}} \geq 0 \\ f_{j+1} & \text{if } a_{j+\frac{1}{2}} < 0 \end{cases}
\]

It may be noted that the successful treatment of transonic potential flow also involved the use of upwind biasing. This was first introduced by Murman and Cole to treat the transonic small disturbance equation [7]. The author’s rotated difference scheme [9], which extended their technique to treat the general transonic potential flow equation, proved to be very robust. TVD schemes can yield sharp discrete shock waves without oscillations, but in this simple form they are at best first-order accurate.

Higher order non-oscillatory schemes can be derived by introducing anti-diffusive terms in a controlled manner. If the first order diffusive flux \( a_{j+\frac{1}{2}}(v_{j+1} - v_j) \) is replaced by the third order diffusive flux

\[
d_{j+\frac{1}{2}} = \alpha_{j+\frac{1}{2}} \left\{ \Delta v_{j+\frac{1}{2}} - \frac{1}{2} (\Delta v_{j+\frac{3}{2}} + \Delta v_{j-\frac{1}{2}}) \right\}
\]

Figure 5: Breakdown of TVD: The One Ridge Case is Less Oscillatory than the Two Peaks Case.
where $\Delta v_{j+\frac{1}{2}}$ denotes $v_{j+1} - v_j$, the positivity condition (5) is violated because of the presence of the anti-diffusive terms $\frac{1}{2} \left( \Delta v_{j+\frac{1}{2}} + \Delta v_{j-\frac{1}{2}} \right)$. The Jameson-Schmidt-Turkel (JST) scheme [99], addressed this problem by blending first and third order diffusive fluxes. The ratio of the blend is controlled by a sensor of flow gradients, usually the second difference of the pressure. This is quite effective in steady state calculations. An alternative route to high resolution is to limit the anti-diffusion through the introduction of flux limiters dependent on the ratios of slopes $\Delta v_{j+\frac{1}{2}}$ and $\Delta v_{j-\frac{1}{2}}$ in adjacent cells, which guarantee the satisfaction of the positivity condition. The use of limiters can be traced to the work of Boris and Book with their flux corrected transport (FCT) method [88], which was generalized and improved by Zalesak [100]. Flux limiters were independently introduced by Van Leer [89].

A particularly simple way to introduce limiters, proposed by the author [96], is to use flux limited dissipation. This method produces a symmetric TVD scheme similar to that subsequently proposed by Yee [97]. It may be implemented as follows. Let $L(u, v)$ be a limited average of $u$ and $v$ with the following properties:

P1. $L(u, v) = L(v, u)$

P2. $L(\alpha u, \alpha v) = \alpha L(u, v)$

P3. $L(u, u) = u$

P4. $L(u, v) = 0$ if $u$ and $v$ have opposite signs

Properties (P1-P3) are natural properties of an average. Property P4 is needed for the construction of an LED or TVD scheme. Consistent with these properties

$$L(u, v) = \phi \left( \frac{u}{v} \right) u = \phi \left( \frac{v}{u} \right) v.$$

where $\phi(r) \geq 0$ when $r \geq 0$ and $\phi(r) = 0$ when $r < 0$. Now replace the arithmetic average $\frac{1}{2} \left( \Delta v_{j+\frac{1}{2}} + \Delta v_{j-\frac{1}{2}} \right)$ by the limited average so that the diffusive flux becomes

$$d_{j+\frac{1}{2}} = a_{j+\frac{1}{2}} \left\{ \left( \frac{1}{2} \left( \Delta v_{j+\frac{1}{2}} + \Delta v_{j-\frac{1}{2}} \right) \right) \right\}.$$

It may then be verified that the positivity condition (5) is satisfied if (6) holds. This symmetric limited positive (SLIP) scheme can also be implemented for multi-dimensional problems on unstructured grids [101].

In order to apply these ideas to a system of equations one may split the flux into components corresponding to the different wave speeds. This concept was first proposed by Steger and Warming [30]. Roe’s flux difference splitting method [91] has proved particularly effective. Consider the one-dimensional case, which may be written in vector notation as

$$\frac{\partial w}{\partial t} + \frac{\partial f(w)}{\partial x} = 0,$$

where $w$ is the vector of dependent variables, and $f(w)$ is the flux vector. The wave speeds of the system (1) are the eigenvalues of the Jacobian matrix $\frac{\partial f}{\partial w}$. Let $A_{j+\frac{1}{2}}$ be a matrix depending on the values $w_{j+1}$ and $w_j$ such that

$$f_{j+1} - f_j = A_{j+\frac{1}{2}} (w_{j+1} - w_j).$$

Now decompose this matrix as $A_{j+\frac{1}{2}} = T \Lambda T^{-1}$, where the columns of $T$ are the eigenvectors of $A_{j+\frac{1}{2}}$, and $\Lambda$ is a diagonal matrix containing the eigenvalues. Then the low order diffusive flux may be calculated as $\frac{1}{2} T \Lambda T^{-1} (w_{j+1} - w_j)$, which corresponds to upwinding the characteristic variables. A simple non-oscillatory scheme is obtained by the use of a scalar diffusive coefficient $\alpha_{j+\frac{1}{2}} \geq \frac{1}{2} \max \left| \lambda \left( A_{j+\frac{1}{2}} \right) \right|$. Blended first and third order scalar diffusion is quite effective for steady flow calculations [99], and it can be improved by the addition of pressure difference to the momentum diffusion [101].

Characteristic splitting has the advantage that it allows a discrete shock structure with a single interior point. In multi-dimensional problems it may be implemented separately in each mesh direction. A substantial body of current research is directed toward the implementation of truly multi-dimensional upwind schemes [102, 103, 104]. Some of the most impressive simulations of time dependent flows with strong shock waves have been achieved with higher order Godunov schemes [105]. In these schemes the average value in each cell is updated by applying the integral conservation law using interface fluxes predicted from the exact or approximate solution of a Riemann problem between adjacent cells. A higher order estimate of the solution is then reconstructed from the cell averages, and slope limiters are applied to the reconstruction. An example is the class of essentially non-oscillatory (ENO) schemes, which can attain a very high order of accuracy at
the cost of a substantial increase in computational complexity [32, 106, 107, 108]. Methods based on
reconstruction can also be implemented on unstructured meshes [109, 110]. Recently there has been an
increasing interest in kinetic flux splitting schemes, which use solutions of the Boltzmann equation to
predict the interface fluxes [111, 112, 113, 114].

The discretization of the viscous terms of the Navier-Stokes equations requires an approximation
to the velocity derivatives $\frac{\partial u}{\partial x}$ in order to calculate the stress tensor. Usually these are calculated by
central difference formulas. A desirable property is that a linearly varying velocity distribution, as
in a Couette flow, should produce a constant viscous stress and hence an exact stress balance. This
property is not necessarily satisfied by finite difference schemes or finite volume schemes on curvi-
linear meshes. The characterization $k$-exact has been proposed for schemes that are exact for polyno-
mials of degree $k$ [115]. Finite volume schemes that are linearly exact can be constructed by using
the same type of formula to calculate the velocity and metric derivatives $\frac{\partial \nu}{\partial x}$, and $\frac{\partial \nu}{\partial y}$, and setting
$\left[ \frac{\partial u}{\partial x} \right] = \left[ \frac{\partial \nu}{\partial x} \right]^{-1} \left[ \frac{\partial \nu}{\partial x} \right]$. This formulation yields a constant
stress when $u$ is linear, and in turn a viscous stress balance. In the case of an unstructured mesh
the weak form (3) leads to a natural discretization with linear elements, in which the piecewise linear
approximation yields a constant stress in each cell. This method produces a representation that is glob-
ally correct when averaged over the cells, as is proved by energy estimates for elliptic problems [116]. It
should be noted however, that it yields formulas that are not necessarily locally consistent with the differen-
tial equations, if Taylor series expansions are sub-
stituted for the solution at the vertices appearing in
the local stencil. Thus the use of an irregular triangulation in the boundary layer may significantly
degrade the accuracy.

If the space discretization procedure is implement-
ated separately, it leads to a set of coupled or-
dinary differential equations, which can be written
in the form

$$\frac{dw}{dt} + R(w) = 0,$$

where $w$ is the vector of the flow variables at the
mesh points, and $R(w)$ is the vector of the resid-
uals, consisting of the flux balances defined by the
space discretization scheme, together with the added
dissipative terms. If the objective is simply to reach
the steady state and details of the transient solution
are immaterial, the time-stepping scheme may be
designed solely to maximize the rate of convergence.
The first decision that must be made is whether to
use an explicit scheme, in which the space deriv-
atives are calculated from known values of the flow
variables at the beginning of the time step, or an
implicit scheme, in which the formulas for the space
derivatives include as yet unknown values of the flow
variables at the end of the time step, leading to the
need to solve coupled equations for the new values.
The permissible time step for an explicit scheme is
limited by the Courant-Friedrichs-Lewy (CFL) con-
dition, which states that a difference scheme cannot
be a convergent and stable approximation unless its
domain of dependence contains the domain of de-
pendence of the corresponding differential equation.
One can anticipate that implicit schemes will yield
convergence in a smaller number of time steps, be-
cause the time step is no longer constrained by the
CFL condition. Implicit schemes will be efficient,
however, only if the decrease in the number of time
steps outweighs the increase in the computational ef-
fort per time step consequent upon the need to solve
coupled equations. The prototype implicit scheme
can be formulated by estimating $\frac{\partial R}{\partial t}$ at $t + \mu \Delta t$ as a
linear combination of $R(w^n)$ and $R(w^{n+1})$. The
resulting equation

$$w^{n+1} = w^n - \Delta t \left\{(1 - \mu) R(w^n) + \mu R(w^{n+1})\right\}$$

can be linearized as

$$\left(I + \mu \Delta t \frac{\partial R}{\partial w}\right) \delta w + \Delta t R(w^n) = 0.$$

If one sets $\mu = 1$ and lets $\Delta t \to \infty$ this reduces to the
Newton iteration, which has been successfully
used in two-dimensional calculations [117, 118]. In
the three-dimensional case with, say, an $N \times N \times N$
mesh, the bandwidth of the matrix that must be
inverted is of order $N^2$. Direct inversion requires
a number of operations proportional to the number
of unknowns multiplied by the square of the band-
width of the order of $N^7$. This is prohibitive, and
forces recourse to either an approximate factoriza-
tion method or an iterative solution method.

Alternating direction methods, which introduce
factors corresponding to each coordinate, are widely
used for structured meshes [22, 23]. They
cannot be implemented on unstructured tetrahedral
meshes that do not contain identifiable mesh directions, although other decompositions are possible [119]. If one chooses to adopt the iterative solution technique, the principal alternatives are variants of the Gauss-Seidel and Jacobi methods. A symmetric Gauss-Seidel method with one iteration per time step is essentially equivalent to an approximate lower-upper (LU) factorization of the implicit scheme [120, 121, 122, 123]. On the other hand, the Jacobi method with a fixed number of iterations per time step reduces to a multistage explicit scheme, belonging to the general class of Runge-Kutta schemes [124]. Schemes of this type have proved very effective for wide variety of problems, and they have the advantage that they can be applied equally easily on both structured and unstructured meshes [99, 29, 125, 126].

Let \( w^n \) be the result after \( n \) steps. The general form of an \( m \)-stage scheme is

\[
\begin{align*}
    w^{(0)} &= w^n \\
    w^{(1)} &= w^{(0)} - \alpha_1 \Delta t R^{(0)} \\
    & \vdots \\
    w^{(m-1)} &= w^{(0)} - \alpha_{m-1} \Delta t R^{(m-2)} \\
    w^{(m)} &= w^{(0)} - \Delta t R^{(m-1)} \\
    w^{(n+1)} &= w^{(m)}.
\end{align*}
\]

In cases where only the steady state solution is needed, it is helpful to separate the residual \( R(w) \) into its convective and dissipative parts \( Q(w) \) and \( D(w) \). Then the residual in the \((q + 1)\)st stage is evaluated as

\[
R^{(q)} = \sum_{r=0}^{q} \left\{ \beta_{qr} Q \left( w^{(r)} \right) + \gamma_{qr} D \left( w^{(r)} \right) \right\},
\]

where

\[
\sum_{r=0}^{q} \beta_{qr} = 1, \sum_{r=0}^{q} \gamma_{qr} = 1.
\]

Blended multistage schemes of this type [125], can be tailored to give large stability intervals along both the imaginary and negative real axes.

Radical improvements in the rate of convergence to a steady state can be realized by the multigrid time-stepping technique. The concept of acceleration by the introduction of multiple grids was first proposed by Fedorenko [13]. There is by now a fairly well-developed theory of multigrid methods for elliptic equations based on the concept that the updating scheme acting as a smoothing operator on each grid [14, 19]. This theory does not hold for hyperbolic systems. Nevertheless, it seems that it ought to be possible to accelerate the evolution of a hyperbolic system to a steady state by using large time steps on coarse grids so that disturbances will be more rapidly expelled through the outer boundary. Various multigrid time-stepping schemes designed to take advantage of this effect have been proposed [27, 28, 82, 83, 127, 128, 129, 130, 131].

One can devise a multigrid scheme using a sequence of independently generated coarser meshes by eliminating alternate points in each coordinate direction. In order to give a precise description of the multigrid scheme, subscripts may be used to indicate the grid. Several transfer operations need to be defined. First the solution vector on grid \( k \) must be initialized as

\[
w_k^{(0)} = T_{k,k-1} w_{k-1},
\]

where \( w_{k-1} \) is the current value on grid \( k - 1 \), and \( T_{k,k-1} \) is a transfer operator. Next it is necessary to transfer a residual forcing function such that the solution grid \( k \) is driven by the residuals calculated on grid \( k - 1 \). This can be accomplished by setting

\[
P_k = Q_{k,k-1} R_{k-1} (w_{k-1}) - R_k \left[ w_k^{(0)} \right],
\]

where \( Q_{k,k-1} \) is another transfer operator. Then \( R_k(w_k) \) is replaced by \( R_k(w_k) + P_k \) in the time-stepping scheme. Thus, the multistage scheme is reformulated as

\[
\begin{align*}
    w_k^{(1)} &= w_k^{(0)} - \alpha_1 \Delta t k \left[ P_k^{(0)} + P_k \right] \\
    & \vdots \\
    w_k^{(q+1)} &= w_k^{(0)} - \alpha_q \Delta t k \left[ P_k^{(q)} + P_k \right].
\end{align*}
\]

The result \( w_k^{(m)} \) then provides the initial data for grid \( k + 1 \). Finally, the accumulated correction on grid \( k \) has to be transferred back to grid \( k - 1 \) with the aid of an interpolation operator \( I_{k-1,k} \). With properly optimized coefficients multistage time-stepping schemes can be very efficient drivers of the multigrid process. A \( W \)-cycle of the type illustrated in Figure 6 proves to be a particularly effective strategy for managing the work split between the meshes. In a three-dimensional case the number of cells is reduced by a factor of eight on each coarser grid. On examination of the figure, it can therefore be seen that the work measured in
units corresponding to a step on the fine grid is of the order of

\[ 1 + 2/8 + 4/64 + \ldots < 4/3, \]

and consequently the very large effective time step of the complete cycle costs only slightly more than a single time step in the fine grid.

The need both to improve the accuracy of computational simulations, and to assure known levels of accuracy is the focus of ongoing research. The main routes to improving the accuracy are to increase the order of the discrete scheme, and reduce the mesh interval. High order difference methods are most easily implemented on Cartesian, or at least extremely smooth grids. The expansion of the stencil as the order is increased leads to the need for complex boundary conditions. Compact schemes keep the stencil as small as possible [132, 133, 134]. On simple domains, spectral methods are particularly effective, especially in the case of periodic boundary conditions, and can be used to produce exponentially fast convergence of the error as the mesh interval is decreased [135, 136]. A compromise is to divide the field into subdomains and introduce high order elements. This approach is used in the spectral element method [137].

High order difference schemes and spectral methods have proven particularly useful in direct Navier-Stokes simulations of transient and turbulent flows. High order methods are also beneficial in computational aero-acoustics, where it is desired to track waves over long distances with minimum error. If the flow contains shock waves or contact discontinuities, the ENO method may be used to construct high order non-oscillatory schemes.

In multi-dimensional flow simulations, global reduction of the mesh interval can be prohibitively expensive, motivating the use of adaptive mesh refinement procedures which reduce the local mesh width \( h \) if there is an indication that the error is too large [138, 139, 140, 141, 142, 143]. In such \( h \)-refinement methods, simple error indicators such as local solution gradients may be used. Alternatively, the discretization error may be estimated by comparing quantities calculated with two mesh widths, say on the current mesh and a coarser mesh with double the mesh interval. Procedures of this kind may also be used to provide \textit{a posteriori} estimates of the error once the calculation is completed.

This kind of local adaptive control can also be applied to the local order of a finite element method to produce a \( p \)-refinement method, where \( p \) represents the order of the polynomial basis functions. Finally, both \( h \)- and \( p \)-refinement can be combined to produce an \( h-p \) method in which \( h \) and \( p \) are locally optimized to yield a solution with minimum error [144]. Such methods can achieve exponentially fast convergence, and are well established in computational solid mechanics.

6 Software Design, Development, Maintenance and Validation

Given a well formulated mathematical model and a stable and accurate numerical approximation scheme, the difficulties of implementation in computer programs are often underestimated. With the use of CFD for increasingly complex simulations, CFD software is becoming correspondingly more difficult to develop and maintain. Even with a single
author it is hard to eliminate programming errors. When code development is undertaken by a number of authors, perhaps changing over time, there may be no one who knows precisely what is contained in a large software package. It becomes essential to use structured and carefully controlled programming techniques. If uncontrolled changes are permitted, a program which was thought to be validated on Monday may no longer be valid by Wednesday, because of newly introduced errors due to improper code modifications. In the field of structural analysis it is normal practice to rely on commercial software which is carefully validated and well supported. Outside the Aircraft Industry, a variety of commercial software packages are also used, but these products have yet to gain acceptance within the Industry for aerodynamic design.

In order to increase the confidence level in the use of CFD in industry, there is a strong desire that codes should be validated. In considering this requirement, it is important to distinguish between the issues of the correctness of the program and the suitability of the mathematical model to the intended application. Simply comparing experimental data with numerical results provides no way to distinguish the source of discrepancies, whether they are due to bad numerical approximation, to programming errors, or to deviations between the mathematical model and the true physics. Some measures that may be taken to assure program correctness are as follows:

1. Modular programming: it should then be possible to substitute logically identical but independently programmed versions of each module (with different loop structures, for example) and retain the identical results.

2. Mesh refinement studies: does the program give a definite answer as the mesh interval is successively decreased?

3. Consistency checks for established mathematical properties: for example, does a wing with a symmetric section produce no lift at zero angle of attack, or in steady inviscid flow is the stagnation enthalpy constant?

Ideally the numerical scheme and computer program should be checked and internally validated by tests of this kind to the point that discrepancies with experimental data can properly be attributed to inadequacy of the mathematical model, and not the computer program itself.

The software may include options to treat a range of mathematical models appropriate to different stages of the design process, and to a variety of applications such as internal and external flows, with or without chemical reaction. Assuming that the software is demonstrated to provide correct solutions to the mathematical models it contains, the criteria for its evaluation are:

1. The level of accuracy that it provides over a range of applications.

2. The computational costs and also the manpower costs associated with carrying out the simulations.

3. The turn-around time.

If either the computational or the manpower costs are excessive, the simulations are not viable for industrial use. Moreover, if the turn-around cannot be achieved within hours, or overnight, the simulations do not provide an effective tool for the aerodynamic design process. Interactive design requires turn-around of a few minutes, with immediate computer access. One route to this goal is the use of distributed computing equipment, with a network of linked workstations that are powerful enough to give the rapid turn-around that is needed.

7 Current status of numerical aerodynamic simulation

At this stage, the evolution of CFD has reached a plateau on which the key enabling problems for inviscid flow calculations are rather well understood. For example, a variety of high resolution non-oscillatory shock capturing schemes are available, while multigrid and other acceleration methods allow converged solutions to be obtained in 10–50 cycles. Effective techniques have been developed to treat complex configurations with both structured and unstructured meshes. As an example of a current industrial application, Plate 1 shows the results of Euler calculations used in the design of the Northrop YF-23. These calculations were performed
by R.J. Busch, Jr. using an O-O mesh [145]. The flow solver was the author’s FLO57 program. It can be seen that the comparison with experimental data is quite good even at a fairly high angle of attack, and valuable information for the aerodynamic design was obtained by the use of a relatively inexpensive computational model.

Unstructured meshes offer the flexibility to treat arbitrarily complex configurations without the need to spend months developing an acceptable mesh. The next two plates show the results of Euler calculations using the AIRPLANE code [35]. Recent advances in the performance of microprocessors have made it possible to perform calculations like these for complete aircraft or space vehicles on workstations, in this case the IBM RISC 6000 series. Plate 3 shows calculations for supersonic transport configurations. The agreement with experimental data is quite good, and it has also been possible to predict the sonic boom signature [146]. The US Space Shuttle was simulated on a mesh with about 400,000 points, and the calculation required about 12 hours with an IBM 560 model workstation. The MD11 calculation was performed on a mesh with about 645,000 points. Forthcoming workstations will be several times faster. Thus at the level of inviscid modeling, complete configurations can easily be analyzed with distributed computing equipment readily accessible by engineering design groups.

Plates 4 and 5 show other examples of the use of unstructured meshes. Plate 4, provided by D.J. Mavriplis shows the simulation of a wing body nacelle combination on a mesh with 800,000 points, using a multigrid acceleration procedure [147], which yielded a three-fold reduction in computational costs. Plate 5 illustrates the power of unstructured meshes to treat configurations with moving boundaries by redistributing and reconnecting the mesh points. This calculation, performed by R. Löhner, simulates the flow over an emerging ejection seat [148].

The analysis of viscous flow continues to present a severe challenge. Plate 6 shows direct Navier-Stokes (DNS) simulations of transition to turbulence. The first, supplied by M.Y. Hussaini, is an incompressible simulation using a spectral method [149]. The second, supplied by M.M. Rai, shows the result of a simulation at a Mach number of 0.1 and a Reynolds number of 50,000/inch using a high order upwind biased finite difference scheme [132]. Viscous flow simulations of full configurations are feasible only with Reynolds averaging, and are still very expensive, while the results may be quite sensitive to the choice of turbulence models. Calculations which are representative of the current state of the art are presented in Plates 7–11. The first shows an analysis of a complete F-18 at a high angle of attack performed by Cummings et al. at NASA Ames [150]. They used a multiblock with about 900,000 mesh points. The agreement with the experimental data and visualization are quite good. Plate 8 shows a similar calculation performed by Ghaffari et al. at NASA Langley, which exhibits equally good agreement with the data [151]. They also used a multiblock mesh, in this case with about 1.24 million mesh points. The computational costs of these simulations are outside the acceptable range for routine use in the aerodynamic design process. Each of the calculations by Ghaffari et al. required 20–24 hours on the NAS Cray 2. The multiple authorship of each of these papers provides an indication of the magnitude of the effort absorbed by these calculations. In fact a team of ten persons has been working on the generation of a 16 million point multiblock mesh for the analysis of the Space Shuttle Launch Vehicle [152].

Plate 9 shows viscous simulations of the ONERA M6 wing using a variety of turbulence models. These results were obtained by C. Rumsey and V. Vatsa [48]. At lower angles of attack the various models agree quite well both with each other and with the experimental data. At higher angles of attack there is a complete divergence of the results. This illustrates that the accuracy attainable in viscous simulations continues to be limited by the accuracy of the turbulence modeling. The confidence level that can be placed in currently available models decreases sharply in the presence of significant flow separation. On the other hand, Plate 10, supplied by J. Yu, shows that useful wing simulations can be performed for modern transport aircraft [49]. An example of the prediction of a high lift configuration is shown in Plate 11, a calculation by S. Rogers [153].

Plates 12 and 13 illustrate the flexibility of numerical simulation with two examples of entirely different geometric configurations. Plate 12, supplied by
M.J. Siclari, shows the flow over a magnetically levitated (MAGLEV) train [154]. Plate 13, supplied by Kiris et al., shows the simulation of the flow through a turbopump inducer [155]. Finally, Plates 14 and 15 illustrate simulations of flows that could not readily be duplicated in wind tunnels, because of the unusual or extreme conditions. Plate 14 shows a simulation of a hypersonic forebody by S. Lawrence [156], while Plate 15, supplied by H. Rieger [157], shows a simulation of the Hermes Space Shuttle.

The broad range of these calculations indicates the extent to which CFD is now a mature science. Inviscid simulations are now a routine design tool. Viscous calculations still present a challenge both to improve their reliability and accuracy, and to reduce their cost and turn-around time. CFD has played a particularly important role in the analysis of hypersonic vehicles such as the US Aerospace Plane and the European Space Shuttle, which could not be adequately tested in experimental facilities. A survey of computational studies of the Hermes which have been carried out at institutions throughout Europe, is given by Periaux et al. [158]. Thus, the first of the goals cited by Chapman, Mark and Pirtle, to provide otherwise infeasible simulations has indeed been realized.

8 Outlook and Conclusions

Better algorithms and better computer hardware have contributed about equally to the progress of computational science in the last two decades. In 1970 the Control Data 6600 represented the state of the art in computer hardware with a speed of about $10^6$ operations per second (one megaflop), while in 1990 the 8 processor Cray YMP offered a performance of about $10^9$ operations per second (one gigaflop). Correspondingly, steady state Euler calculations which required 5,000–10,000 steps prior to 1980 could be performed in 10–50 steps in 1990 using multigrid acceleration. With the advent of massively parallel computers it appears that the progress of computer hardware may even accelerate. Teraflop machines offering further improvement by a factor of 1,000 are likely to be available within a few years. Parallel architectures will force a reappraisal of existing algorithms, and their effective utilization will require the extensive development of new parallel software.

One may ask whether comparable improvements can be anticipated in the efficiency of algorithms. Clearly there is no possibility of a thousandfold reduction in the number of cycles in calculations already being completed in less than 100 cycles. The only possibility of a radical reduction in the number of arithmetic operations would lie in improved discretization methods, such as higher order schemes and adaptive mesh refinement procedures. The value of higher order methods for appropriate applications, with sufficient smoothness in the solution, has been demonstrated in computational studies of transition from laminar to turbulent flow such as those illustrated in Plate 6. Adaptive mesh refinement is currently the subject of widespread and intensive investigation. While there are ongoing research efforts directed toward the development of optimal refinement techniques, automatic mesh refinement procedures have also reached the stage of production use in the Dassault finite element codes and Boeing's TRANAIR code.

In parallel with the transition to more sophisticated algorithms, the present challenge is to extend the effective use of CFD to more complex applications. A key problem is the treatment of multiple space and time scales. These arise not only in turbulent flows, but also in many other situations such as chemically reacting flows, combustion, flame fronts and plasma dynamics. Another challenge, is presented by problems with moving boundaries. Examples include helicopter rotors, and rotor-stator interaction in turbomachinery. Algorithms for these problems can be significantly improved by innovative concepts, such as the idea of time inclining. It can be anticipated that interdisciplinary applications in which CFD is coupled with the computational analysis of other properties of the design will play an increasingly important role. These applications may include structural, thermal and electromagnetic analysis. Aeroelastic problems and integrated control system and aerodynamic design are likely target areas.

Research must also be focused on the best way to use CFD to arrive at good designs. Inverse methods which determine shapes corresponding to specified pressure distributions are already in use [159, 160]. As the confidence level in CFD increases
and the computational costs decrease, it will be natural to combine CFD with automatic optimization techniques to derive superior designs [161]. One approach to this, explored by the present author [162, 163], is to regard the design problem as a control problem for a system governed by a partial differential equation (the flow equations) with boundary control (the shape of the boundary). The (infinitely dimensional) Frechet derivative of the cost function with respect to the shape can be calculated by solving a single adjoint partial differential equation, at a cost comparable to a flow solution. This method, which eliminates the need to estimate sensitivity coefficients by varying each parameter in turn, has been successfully applied to the design of transonic airfoils. Plate 16 shows an example in which an airfoil was modified in 8 iterations to essentially eliminate shock drag at Mach 0.72, while also satisfying a constraint limiting deviations from the original pressure distribution at a second subsonic design point. Such a technique promises opportunities for improvement in a wide variety of applications. It might, for example, be used for the design of a wing for a supersonic transport aircraft, or the design of hydrofoils to reduce cavitation.

The development of improved algorithms continues to be important in providing the basic building blocks for a numerical wind tunnel. In particular, better error estimation procedures must be developed and incorporated in the simulation software to provided error control. The basic simulation software is only one of the needed ingredients, however. The flow solver must be embedded in a user-friendly system for geometry modeling, output analysis, and data management that will provide a complete numerical design environment (NUDE).

In the long run, computational simulation should become the principal tool of the aerodynamic design process because of the flexibility it provides for the rapid and comparatively inexpensive evaluation of alternative designs, and because it can be integrated with a multi-disciplinary optimization (MDO) procedure. Experimental facilities are likely to be used principally for fundamental investigations of the basic physics of fluid flow, and for final verification of the design prior to flight testing. This is already the accepted procedure in the structural design process. The vision of Chapman, Mark, and Pirtle was prescient. Although much remains to be done, the author believes that the numerical wind tunnel is certainly going to be a reality.
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Plate 1: Northrop YF-23.
Supplied by R.J. Busch, Jr.
2a: U.S. Space Shuttle.
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