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Abstract— This paper reviews the status of advanced com-
putational simulation techniques in the acrodynamic design
of modern aircraft. An outline of the aircraft design pro-
cess is provided, and the most relevant trade-offs between
disciplines are presented to justify the leading role that aero-
dynamic design plays in this truly multidisciplinary process.
A control theory based adjoint approach which considerably
reduces the computational cost of the calculation of design
sensitivities is presented. Our experience with this method is
described with the help of several computational design ex-
amples that cover a substantial range of objective functions,
computational models, and geometric complexity. Using the
adjoint method, entire design optimization calculations can
be completed with a computational cost equivalent to only
a few (typically less than ten) analysis runs. In comparison
with current practice in an industrial setting, the design ap-
proach presented in this paper can yield large computational
savings as well as reduced turn around times that can be used
to either decrease the time to market or to increase the num-
ber of design iterations within a given time frame.
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1. INTRODUCTION
The past 25 years have seen a revolution in the entire en-
gineering design process as computational simulation has
come to play an increasingly dominant role. Nowadays en-
gineers spend most of their time at workstations rather than
at their drafting tables.

Most notably, computer aided design (CAD) methods have
essentially replaced the drawing board as the basic tool for
definition and control of the configuration. Software systems
such as CATIA and Unigraphics provide solid modeling ca-
pabilities that enable designers to prepare complex layouts




without the need to build mockups. Computer visualization
techniques enable the designer to verify that there will be no
interference between different parts in the layout, and greatly
facilitate decisions on the routing of all the electrical wiring
and hydraulic piping.

Similarly, structural analysis is now almost entirely carried
out by computational methods typically based on the finite
element method. Commercially available software systems
such as NASTRAN, ANSYS, or ELFINI have been progres-
sively developed and augmented by new features, and can
treat the full range of requirements for aeronautical struc-
tures, including analysis of stressed skin structures into the
nonlinear range. They are also very carefully validated be-
fore each new release against a comprehensive suite of test
cases, and engineers can place complete confidence in the
outcome. Accordingly, the structural design is routinely com-
mitted on the basis of computational analysis, while struc-
tural testing is limited to the role of verification that the de-
sign truly meets its specified requirements of ultimate strength
and fatigue life.

Computational simulation of fluid flow has not yet reached
the same level of maturity. While commercial software for
the simulation of fluid flow is offered by numerous vendors,
aircraft companies continue to make substantial investments
in the in-house development of their own methods, such as
Boeing’s TRANAIR, or Lockheed’s TEAM programs. At
the same time there are major ongoing efforts to develop the
science of computational fluid dynamics (CFD) in govern-
ment research agencies such as NASA, Japan’s ARL, or in
Europe, France’s ONERA, Germany’s DLR, Holland’s NLR
and Sweden’s FFA, all of which are a source of industrially
used computer programs. This reflects the fact that fluid flow
is generally more complex and harder to predict than the be-
havior of structures. The complexity and range of phenom-
ena of fluid flow is well illustrated in Van Dyke’s Album of
Fluid Motion [1].

The concept of a numerical wind tunnel, which might even-
tually allow computers “’to supplant wind tunnels in the aero-
dynamic design and testing process”, was already a topic of
discussion in the decade of 1970-1980. In their celebrated
paper of 1975 [2], Chapman, Mark and Pirtle listed three
main objectives of computational aerodynamics:

1. To provide flow simulations that are either impracti-
cal or impossible to obtain in wind tunnels or other
ground based experimental test facilities.

2. To lower the time and cost required to obtain aero-
dynamic flow simulations necessary for the design of
new aerospace vehicles.

3. Eventually, to provide more accurate simulations of
flight aerodynamics than wind tunnels can.

Chapman, Mark, and Pirtle also noted that the inherent lim-
itations of computational and wind tunnel simulations are
complementary. Wind tunnels are limited by the size of the
models that can be placed in them, and by the density, tem-
perature and velocity of the flow that they can sustain, with
the consequence that flight-Reynolds numbers cannot be re-
alized with complete models. Their accuracy is also limited
by wall and support interference, and by aeroelastic distor-
tion. Computers are not limited in any of these ways, but
they are limited in speed and memory, which in turn limit
the attainable complexity and resolution of the simulations.

Computational Fluid Dynamics (CFD) has now matured to
the point at which it is widely accepted as a key tool for aero-
dynamic design. Algorithms have been the subject of inten-
sive development for the past two decades. The principles
underlying the design and implementation of robust schemes
which can accurately resolve shock waves and contact dis-
continuities in compressible flows are now quite well estab-
lished. It is also quite well understood how to design high
order schemes for viscous flow, including compact schemes
and spectral methods. Adaptive refinement of the mesh in-
terval (h) and the order of approximations (p) has been suc-
cessfully exploited both separately and in combination in the
h-p method [3].

Despite these advances, CFD is still not being exploited as
effectively as one would like in the design process. This is
partially due to the long set-up times and high costs, both
human and computational, of complex flow simulations. A
continuing obstacle to the treatment of configurations with
complex geometry has been the problem of mesh generation.
Several general techniques have been developed, including
algebraic transformations and methods based on the solution
of elliptic and hyperbolic equations. In the last few years
methods using unstructured meshes have also begun to gain
more general acceptance.

The fidelity of mathematical modeling of high Reynolds
number flows continues to be limited by computational costs.
Thus, accurate and cost-effective simulation of viscous flow
at high Reynolds numbers associated with full scale flight
remains a challenge. Several routes are available toward the
reduction of computational costs, including the reduction of
mesh requirements by the use of higher order schemes, im-
proved convergence to steady state by sophisticated accel-
eration methods, and the exploitation of massively parallel
computers. With the present state of the art, however, it is
still cheaper to obtain massive quantities of data (such as the
loads data across the flight envelope) by wind tunnel test-
ing, since the incremental cost of obtaining additional data
is very small once a wind tunnel model has been built. Us-
ing computational simulation, the cumulative cost of gen-
erating data for the full flight envelope becomes very large
since a separate run is required for each data point. In ad-
dition, as the flight conditions vary substantially, the mesh



may even need to be regenerated or adaptively refined in or-
der to accurately capture the changing flow physics present
in different areas of the aircraft envelope. Computational
simulation has the key advantage, on the other hand, that
it allows the rapid exploration of numerous alternative de-
signs. Thus CFD and wind tunnel testing can be effectively
used in complementary roles, with CFD the prime tool for
the initial design studies, and wind tunnel testing the prime
tool for final verification of the design concept and acquisi-
tion of the full aerodynamic data required for completion of
the detailed design.

This paper examines ways to exploit computational sim-
ulation more effectively in the overall design process, with
the primary focus on aerodynamic design, while recognizing
that this should be part of an integrated multi-disciplinary
process. The design process itself is surveyed in the next
section. The following two sections examine the industrial
requirements for effective and trustworthy CFD software,
and the way in which optimization techniques can be inte-
grated with CFD. Section 5 discusses recent industrial ex-
periences in the application of CFD and optimization tech-
niques to a major project for a commercial aircraft. Finally
Section 6 discusses ways in which the design process might
be re-engineered to exploit computational simulation more
effectively.

2. THE DESIGN PROCESS

The design process can generally be divided into three phases:

conceptual design, preliminary design, and final detailed de-
sign, as illustrated in Figure 1. The conceptual design stage
defines the mission in the light of anticipated market require-
ments, and determines a general preliminary configuration
capable of performing this mission, together with first esti-
mates of size, weight and performance. In the preliminary
design stage the aerodynamic shape and structural skeleton
progress to the point where detailed performance estimates
can be made and guaranteed to potential customers, which
can then, in turn, formally sign binding contracts for the pur-
chase of a certain number of aircraft. At this stage the de-
velopment costs are still fairly moderate, in the range of 50
- 100 million dollars. In the final design stage the structure
must be defined in complete detail, together with complete
systems, including the flight deck, control systems (involv-
ing major software development for fly-by-wire systems),
electrical and hydraulic systems, landing gear, weapon sys-
tems for military aircraft, and cabin layout for commercial
aircraft. Major costs are incurred at this stage, during which
it is also necessary to prepare a detailed manufacturing plan,
together with appropriate facilities and tooling. The devel-
opment costs to reach the point of initial production are in
the range of 3 - 10 billion dollars. Thus, the final design
would normally be carried out only if sufficient orders have
already been received to indicate a reasonably high proba-

bility of at least achieving a significant portion of return on
the investment.

Defines Mission
Preliminary sizing
Weight, performance

Conceptual
Design

Preliminary
Design

Final Design

Figure 1: The Overall Design Process

Figure 2 provides a closer look at the conceptual design
stage. In the case of commercial aircraft the mission is de-
fined on the basis of airline requirements. Desired payload-
range characteristics follow from route analysis between rep-
resentative city pairs such as Los Angeles - Tokyo, including
data on expected traffic volume, desired frequency, and pre-
vailing weather patterns. At the same time it is necessary
to consider issues of airport compatibility, including con-
straints on gate size and noise regulations, as well as the
growth possibilities of the aircraft and the existing and up-
coming competition in similar markets. A preliminary syn-
thesis using simplified aerodynamic and structural models
and statistical data bases provides an initial configuration
and sizing, together with performance estimates, taking into
account requirements for stability and control. Software for
aircraft synthesis such as NASA Ames’ ACSYNT program
is available to assist in this process. For commercial aircraft
it is necessary to estimate both the operating cost and the cost
of ownership, while for military aircraft the life time cycle
cost may be a determining factor. In either case it is gener-
ally assumed that the selling price is likely to be proportional
to the gross weight of the aircraft.

The result of the initial synthesis may confirm the feasibil-
ity of the proposed mission. On the other hand it may sug-
gest that it is too ambitious, requiring an excessively large
and expensive aircraft, or, alternatively, that a more testing
mission could be accomplished with an aircraft of accept-
able size. Thus the process will generally be iterated until
it arrives at a mission and corresponding design that can be
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Figure 2: The Conceptual Design Process

expected to attain the desired market capture and return on
investment. Concurrently discussions will proceed both with
potential customers to verify market interest, and with ma-
jor vendors such as the engine manufacturers to assure the
availability of appropriate power plants and systems. These
discussions may well lead to further iteration of the mission
and design concept in an ongoing process. Vendors may also
be approached to share in the development costs as risk shar-
ing partners, or to undertake substantial development costs
of their own to provide components which meet the design
requirements.

In the development of commercial aircraft, aerodynamic
design plays a leading role in the preliminary design stage.
The definition of the external acrodynamic shape may actu-
ally be finalized in the preliminary design. The aerodynamic
lines of the Boeing 777 were frozen, for example, when ini-
tial orders were accepted before the initiation of the detailed
design of the structure. Figure 3 illustrates the way in which
the aerodynamic design process is embedded in the over-
all preliminary design. The starting point is an initial CAD
definition resulting from the conceptual design. The inner
loop of aerodynamic analysis is contained in an outer multi-
disciplinary loop, which is in turn contained in a major de-
sign cycle involving wind tunnel testing. In recent Boeing
practice three major design cycles, each requiring about 4 - 6
months, are used to finalize the wing design. Improvements
in CFD which would allow the elimination of a major cycle
would significantly shorten the overall design process and
therefore reduce costs. In the development of the MDXX,
McDonnell Douglas planned to rely on high level CFD to-
gether with the experimental database which had been devel-

oped for the MD12 and expected to eliminate the need for a
sequence of major design cycles.
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Figure 3: The Aerodynamic Design Process

The inner aerodynamic design loop is used to evaluate nu-
merous variations in the wing definition. In each iteration
it is necessary to generate a mesh for the new configuration
prior to performing the CFD analysis. Computer graphics
software is then used to visualize the results, and the perfor-
mance is evaluated. The first studies may be confined to par-
tial configurations such as wing-body or wing-body-nacelle
combinations. At this stage the focus is on the design of the
clean wing. Key points of the flight envelope include the
nominal cruise point, cruise at high lift and low lift to allow
for the weight variation between the initial and final cruise
as the fuel is burnt off, and a long range cruise point at lower
Mach number, where it is important to make sure there is no
significant drag creep. Other defining points are the climb
condition, which requires a good lift to drag ratio at low
Mach number and high lift coefficient with a clean wing,
and the buffet condition. This is typically taken as the high
lift cruise point increased to a load of 1.3 g to allow for ma-
neuvering and gust loads. Both wing section modifications
such as the thickness to chord ratio and camber distributions,
and planform variations such as the sweepback angle or as-
pect ratio may be considered. While the detailed design of
the high lift system and control surfaces may be deferred to
a later stage, the planform must provide the necessary space




for both high lift systems and control surfaces outside the
main structural box, and it must also accommodate the land-
ing gear. This generally requires an extension of the in board
trailing edge to form an area known as a ”yehudi”.

The aerodynamic analysis interacts with the other disci-
plines in the next outer loop. These disciplines have their
own inner loops, not shown in Figure 3. For an efficient de-
sign process the fully updated aero-design data base must be
accessible to other disciplines without loss of information.
For example, the thrust requirements in the power plant de-
sign will depend on the drag estimates for take-off, climb
and cruise. In order to meet airport noise constraints a rapid
climb may be required while the thrust may also be limited.
Initial estimates of the lift and moments allow preliminary
sizing of the horizontal and vertical tail. This interacts with
the design of the control system, where the use of a fly-by-
wire system may allow relaxed static stability and tail sur-
faces of reduced size.

In fact, the interaction between disciplines, as well as the
effect of disciplinary constraints on the other participating
disciplines is quite strong. For example, in the case of the
interaction between the aerodynamics and the structures, it
often pays off to consider both disciplines jointly rather than
as separate modules. This interaction between disciplines is
not reserved only to the analysis of the coupled system, but
should extend into the computation of coupled sensitivities
to be used during the design process. As this multidisci-
plinary process becomes more closely integrated, the sec-
ond loop in Figure 3 will slowly disappear. Aero-structural
design is only an example of the interaction between disci-
plines. Additional disciplines may have as strong an impact
on the design of the coupled system and will have to be con-
sidered in a way which will be much different from sequen-
tial interaction. In fact, this may be also true in the design
of systems different from aircraft (spacecraft, automobiles,
ships, chip manufacturing and layout, etc.).

With this in mind, first estimates of the aerodynamic loads
allow the design of an initial structural skeleton, which in
turn provides an estimate of the structure weight. One of the
main trade-offs is between aerodynamic performance and
wing structure weight. The requirement for fuel volume may
also be an important consideration. An increase in the thick-
ness to chord ratio both increases fuel volume, and allows
the same bending moment to be carried with reduced skin
thickness, with an accompanying reduction in weight. On
the other hand it will lead to a decrease in the drag rise Mach
number. The induced drag, which typically contributes around
40 percent of the cruising drag, varies inversely as the square
of the span. Thus a 5 percent increase in the wing span could
produce a total drag reduction of the order of 4 percent, but
would lead to an increase in wing weight because of the in-
crease in the root bending moment. The wing span may in
fact be limited by airport gate constraints.

The taper ratio and span load distribution also affect the
trade-off between aerodynamic performance and wing weight.
While an elliptic span load distribution minimizes the in-
duced drag for a given span, a more triangular load distribu-
tion reduces the root bending moment. A large root chord
may be dictated by the need to accommodate the landing
gear and flaps, but it also has the advantage of increasing
the root thickness for a fixed thickness to chord ratio, yield-
ing a weight reduction. For example, the root chord of the
MDXX was increased at a late stage in the design to accom-
modate larger flaps, and this contributed a significant weight
reduction. In order to maintain a moderately efficient span
load distribution with a highly tapered planform the outboard
wing must operate with higher local section lift coefficient
than the inboard wing. This can have an adverse effect on
the behavior near buffet, as the outboard wing will incur a
shock stall before the inboard wing, leading to a reduction
of lift behind the center of gravity, and consequently a high
speed pitch-up. This is unacceptable for certification if it is
too severe.

An increase in the wing sweepback angle may be used to
increase the drag rise Mach number. Alternatively it al-
lows an increase in the thickness to chord ratio for the same
drag rise Mach number, with a resulting weight reduction.
This is partially offset by the increase in the length of the
wing. Moreover, an increase in the sweep back angle will
aggravate the problem of high speed pitch-up. Most modern
highly loaded wings have sweep back angles no greater than
35 degrees at the § chord line.

Manufacturing constraints must also be considered in the
final definition of the aerodynamic shape. For example, the
curvature changes in the span wise direction must be lim-
ited. This avoids the need for shot peaning which might oth-
erwise be required to force curvature in both the span wise
and chord wise directions.

From the complexity of these trade-offs it can be seen that
a crucial requirement for aerodynamic analysis is to make
trustworthy predictions with fast enough turn around so as
not to delay the outer multidisciplinary cycle. In order to al-
low the completion of the major design cycle in 4 - 6 months,
the cycle time for the multidisciplinary loop should not be
greater than about 2 weeks. Considering the need to ex-
amine the performance of design variations at all the key
points of the flight envelope, this implies the need to turn
around aerodynamic analyses in a few hours. The computa-
tional costs are also important because the cumulative costs
of large numbers of calculations can become a limiting fac-
tor.

It is also evident that the number of possible design varia-
tions is too large to permit their exhaustive evaluation, and
thus it is very unlikely that a truly optimum solution can be
found without the assistance of automatic optimization pro-
cedures. Ultimately there is a need for multi-disciplinary




optimization (MDO), but this can only be effective if it is
based on sufficiently high fidelity modeling of the separate
disciplines. As a step in this direction there could be sig-
nificant pay-offs from the application of optimization tech-
niques within the disciplines, where the interactions with
other disciplines are taken into account through the intro-
duction of constraints. For example the wing drag can be
minimized at a given Mach number and lift coefficient with
a fixed planform, and constraints on minimum thickness to
meet requirements for fuel volume and structure weight.

3. INDUSTRIAL CFD

In order to carry out the inner loop of the aerodynamic de-
sign process the main requirements for effective CFD soft-
ware are:

1. Sufficient and known level of accuracy
2. Acceptable computational and manpower costs

3. Fast turn around time

Performance estimation in the cruise condition is crucial to
the design of transport aircraft. The error should be in the
range of 4 % percent. The drag coefficient of a long range
transport aircraft such as the Boeing 747 is in the range of
.0275 (275 counts), depending on the lift coefficient, which
is in approximately .5. The drag coefficient of proposed su-
personic transport designs is in the range of .0120 to .0150
at much lower lift coefficients in the range of .1 - .12, Thus
one should aim to predict drag with an accuracy of the or-
der of 4 .0001 (4-1 count). Manufacturers have to guarantee
performance, and errors can be very expensive through the
costs of redesign, penalty payments and lost orders.

A first consideration is the choice of appropriate mathe-
matical models of fluid flow which are adequate for trust-
worthy flow predictions. Many critical phenomena of fluid
flow, such as shock waves and turbulence, are essentially
non-linear. They also exhibit extreme disparities of scales.
While the actual thickness of a shock wave is of the order
of a mean free path of the gas particles, on a macroscopic
scale its thickness is essentially zero. In turbulent flow en-
ergy is transferred from large scale motions to progressively
smaller eddies until the scale becomes so small that the mo-
tion is dissipated by viscosity. The ratio of the length scale
of the global flow to that of the smallest persisting eddies is
of the order Rc%, where Re is the Reynolds number, typ-
ically in the range of 30 - 50 million for an aircraft. In
order to resolve such scales in all three space directions a
computational grid with the order of Re? cells would be
required. This is beyond the range of any current or fore-
seeable computer. Consequently mathematical models with

varying degrees of simplification have to be introduced in or-
der to make computational simulation of flow flow feasible
and produce viable and cost-effective methods.

Figure 4 (supplied by Pradeep Raj) indicates a hierarchy
of models at different levels of simplification which have
proved useful in practice. Efficient flight is generally achieved
by the use of smooth and streamlined shapes which avoid
flow separation and minimize viscous effects, with the con-
sequence that useful predictions can be made using inviscid
models. Inviscid calculations with boundary layer correc-
tions can provide quite accurate predictions of lift and drag
when the flow remains attached, but iteration between the
inviscid outer solution and the inner boundary layer solution
becomes increasingly difficult with the onset of separation.
Procedures for solving the full viscous equations are likely
to be needed for the simulation of arbitrary complex sep-
arated flows, which may occur at high angles of attack or
with bluff bodies. In order to treat flows at high Reynolds
numbers, one is generally forced to estimate turbulent ef-
fects by Reynolds averaging of the fluctuating components.
This requires the introduction of a turbulence model. As the
available computing power increases one may also aspire to
large eddy simulation (LES) in which the larger scale eddies
are directly calculated, while the influence of turbulence at
scales smaller than the mesh interval is represented by a sub-
grid scale model.

IV. RANS (1990s)

I I1. Nonlinear Potential (1970s) ]

+ Nonlinear

‘ 1. Linear Potential (1960s) ]

/ Inviscid, Irrotational K
Linear

Figure 4: Hierarchy of Fluid Flow Models

Computational costs vary drastically with the choice of math-
ematical model. Panel methods can be effectively used to
solve the linear potential flow equation with higher-end per-
sonal computers. Studies of the dependency of the result
on mesh refinement, performed by this author and others,
have demonstrated that inviscid transonic potential flow or
Euler solutions for an airfoil can be accurately calculated
on a mesh with 160 cells around the section, and 32 cells
normal to the section. Using multigrid techniques 10 to
25 cycles are enough to obtain a converged result. Con-
sequently airfoil calculations can be performed in seconds
on Pentium-class personal computers. Correspondingly ac-
curate three-dimensional inviscid calculations can be per-




formed for a wing on a mesh, say with 192x32x48 = 294, 912

cells, in minutes on a single processor Cray T90 or in one
and a half hours on a workstation.

Viscous simulations at high Reynolds numbers require vastly
greater resources. Careful two-dimensional studies of mesh
requirements have been carried out at Princeton by Mar-
tinelli [4]. He found that on the order of 32 mesh intervals
were needed to resolve a turbulent boundary layer, in addi-
tion to 32 intervals between the boundary layer and the far
field, leading to a total of 64 intervals. In order to prevent
degradations in accuracy and convergence due to excessively
large aspect ratios (in excess of 1,000) in the surface mesh
cells, the chordwise resolution must also be increased to 512
intervals. Reasonably accurate solutions can be obtained in
a 512x64 mesh in 100 multigrid cycles. Translated to three
dimensions, this would imply the need for meshes with 5-10
million cells (for example, 512x64x256 = 8,388,608 cells
as shown in Figure 5). When simulations are performed on
less fine meshes with, say, 500,000 to 1 million cells, it is
very hard to avoid mesh dependency in the solutions as well
as sensitivity to the turbulence model.

32 cells in the
boundary layer

the mesh aspect ratio (to about 1000)

Surface Mesh

256 cells
spanwise

Total: 512 x 64 x 256 = 8 388 608 cells
Figure 5: Mesh Requirements for a Viscous Simulation

A typical algorithm requires of the order of 5,000 floating
point operations per mesh point in one multigrid iteration.
With 10 million mesh points, the operation count is of the
order of 0.5x10! per cycle. Given a computer capable of
sustaining 10*! operations per second (100 gigaflops), 200
cycles could then be performed in 100 seconds. Simulations
of unsteady viscous flows (flutter, buffet) would be likely to
require 1,000—10,000 time steps. A further progression to
large eddy simulation of complex configurations would re-

quire even greater resources. The following estimate is due
to W.H. Jou [5]. Suppose that a conservative estimate of
the size of eddies in a boundary layer that ought to be re-
solved is 1/5 of the boundary layer thickness. Assuming
that 10 points are needed to resolve a single eddy, the mesh
interval should then be 1/50 of the boundary layer thick-
ness. Moreover, since the eddies are three-dimensional, the
same mesh interval should be used in all three directions.
Now, if the boundary layer thickness is of the order of 0.01
of the chord length, 5,000 intervals will be needed in the
chordwise direction, and for a wing with an aspect ratio of
10, 50,000 intervals will be needed in the spanwise direc-
tion. Thus, of the order of 50 x 5,000 x 50,000 or 12.5
billion mesh points would be needed in the boundary layer.
If the time dependent behavior of the eddies is to be fully re-
solved using time steps on the order of the time for a wave to
pass through a mesh interval, and one allows for a total time
equal to the time required for waves to travel three times the
length of the chord, of the order of 15,000 time steps would
be needed. Performance beyond the teraflop (10'2 opera-
tions per second) will be needed to attempt calculations of
this nature, which also have an information content far be-
yond what is needed for engineering analysis and design.
However, the designer does not need to know the details of
the eddies in the boundary layer. The primary purpose of
such calculations is to improve the calculation of averaged
quantities such as skin friction, and the prediction of global
behavior such as the onset of separation. The current use of
Navier-Stokes and large eddy simulations is to try to gain an
improved insight into the physics of turbulent flow, which
may in turn lead to the development of more comprehensive
and reliable turbulence models.

Turbulence Modeling

It is doubtful whether a universally valid turbulence model,
capable of describing all complex flows, could be devised [6].
Reference [7] provides a detailed assessment of the current
status of turbulence modeling in aeronautical applications.
Algebraic models [8, 9] have proved fairly satisfactory for
the calculation of attached and slightly separated wing flows.
These models rely on the boundary layer concept, usually
incorporating separate formulas for the inner and outer lay-
ers, and they require an estimate of a length scale which de-
pends on the thickness of the boundary layer. The estimation
of this quantity by a search for a maximum of the vorticity
times a distance to the wall, as in the Baldwin-Lomax model,
can lead to ambiguities in internal flows, and also in com-
plex vortical flows over slender bodies and highly swept or
delta wings [10, 11]. The Johnson-King model [12], which
allows for non-equilibrium effects through the introduction
of an ordinary differential equation for the maximum shear
stress, has improved the prediction of flows with shock in-
duced separation [13, 14].




Closure models depending on the solution of transport equa-
tions are widely accepted for industrial applications. These
models eliminate the need to estimate a length scale by de-
tecting the edge of the boundary layer. Eddy viscosity mod-
els typically use two equations for the turbulent kinetic en-
ergy k and the dissipation rate €, or a pair of equivalent quan-
tities [15, 16, 17, 18, 19, 20, 21]. Models of this type gen-
erally tend to present difficulties in the region very close to
the wall. They also tend to be badly conditioned for numer-
ical solution. The k£ — w model has so far been the most
consistently accurate model from this family. The & —~ !
model [22] is designed to alleviate this problem by taking
advantage of the linear behavior of the length scale [ near
the wall. Similarly, the k& — 7 model was designed to alle-
viate the numerical stiffness problem that the £ — w model
has exhibited near the wall [7]. In an alternative approach to
the design of models which are more amenable to numerical
solution, new models requiring the solution of one transport
equation have recently been introduced [23, 24]. In particu-
lar, the Spalart-Allmaras one-equation turbulence model has
gained wide acceptance in the aerospace community and is
currently used with most of the existing flow solvers. The
performance of the algebraic models remains competitive
for wing flows, but the one- and two-equation models show
promise for broader classes of flows. In order to achieve
greater universality, research is also being pursued on more
complex Reynolds stress transport models, which require the
solution of a larger number of transport equations.

The selection of sufficiently accurate mathematical models
and a judgment of their cost effectiveness ultimately rests
with industry. As the design progresses through the three
phases of conceptual design, preliminary design, and de-
tailed design. The appropriate CFD models will vary in com-
plexity. In the conceptual and preliminary design phases, the
emphasis will be on relatively simple models which can give
results with very rapid turn-around and low computer costs,
in order to evaluate alternative configurations and perform
quick parametric studies. The detailed design stage requires
the most complete simulation that can be achieved with ac-
ceptable cost.

Algorithms and Mesh Generation

The computational simulation of fluid flow presents a num-
ber of severe challenges for algorithm design. At the level
of inviscid modeling, the inherent nonlinearity of the fluid
flow equations leads to the formation of singularities such as
shock waves and contact discontinuities. Moreover, the geo-
metric configurations of interest are extremely complex, and
often contain sharp edges which lead to the shedding of vor-
tex sheets. Extreme gradients near stagnation points or wing
tips may also lead to numerical errors that can have global
influence. Numerically generated entropy may be convected
from the leading edge for example, causing the formation

of a numerically induced boundary layer which can lead to
separation. The need to treat exterior domains of infinite
extent is also a source of difficulty. Boundary conditions
imposed at artificial outer boundaries may cause reflected
waves which significantly interfere with the flow. When vis-
cous effects are also included in the simulation, the extreme
difference of the scales in the viscous boundary layer and the
outer flow, which is essentially inviscid, is another source of
difficulty, forcing the use of meshes with extreme variations
in mesh interval. For these reasons CFD, has been a driving
force for the development of numerical algorithms.

An essential requirement for industrial CFD is the capabil-
ity to treat extremely complex geometric configurations. A
key choice that must be made is the nature of the mesh used
to divide the flow field into discrete subdomains. The dis-
cretization procedure must allow for the treatment of com-
plex configurations. The principal alternatives are Carte-
sian meshes, body-fitted curvilinear meshes, and unstruc-
tured tetrahedral/hybrid meshes. Each of these approaches
has advantages which have led to their use. The Cartesian
mesh minimizes the complexity of the algorithm at interior
points and facilitates the use of high order discretization pro-
cedures, at the expense of greater complexity, and possibly a
loss of accuracy, in the treatment of boundary conditions at
curved surfaces. This difficulty may be alleviated by using
mesh refinement procedures near the surface. With their aid,
schemes which use Cartesian meshes have recently been de-
veloped to treat very complex configurations [25, 26, 27, 28].

Body-fitted meshes have been widely used and are partic-
ularly well suited to the treatment of viscous flow because
they readily allow the mesh to be compressed near the body
surface. With this approach, the problem of mesh generation
itself has proved to be a major pacing item. In order to treat
very complex configurations it generally proves expedient to
use a multiblock [29, 30] procedure, with separately gener-
ated meshes in each block, which may then be patched at
block faces, or allowed to overlap, as in the Chimera scheme
[31, 32]. While a number of interactive software systems
for grid generation have been developed, such as EAGLE,
GRIDGEN, GRAPE, and ICEM, the generation of a satis-
factory grid for a very complex configuration may require
man-months of effort. However, new techniques which al-
leviate the grid-generation bottleneck are continually being
developed. For example, Vassberg has recently introduced
the concept of Globally Elliptic Meshing (GEM) [33] which
automates the generation of a multi-block field mesh for
semi-complex configurations.

The alternative is to use an unstructured mesh in which
the domain is subdivided into tetrahedra. This in turn re-
quires the development of solution algorithms capable of
yielding the required accuracy on unstructured meshes. This
approach has been gaining acceptance, as it is becoming ap-
parent that it can lead to a speed-up and reduction in the



cost of mesh generation that more than offsets the increased
complexity and cost of the flow simulations. Two compet-
ing procedures for generating triangulations which have both
proved successful are Delaunay triangulation [34, 35], based
on concepts introduced at the beginning of the century by
Voronoi [36], and the moving front method [37].

For a detailed review of CFD algorithms in current use the
reader is referred to reference [38]. Another key issue is the
validation of CFD software for industrial use. For a better
understanding of this issue it is important to distinguish the
different sources of error. These include modeling errors be-
cause the mathematical model does not adequately represent
the true physics of the flow, numerical errors and program-
ming errors. Numerical errors include discretization errors,
and errors in the numerical solution of the discrete model,
if for example, an iterative procedure is not fully converged.
The asymptotic behavior of discretization errors may be esti-
mated by numerical analysis, and their magnitude in practice
can be estimated by mesh refinement studies. It is hard to
guarantee the elimination of programming errors, but their
likelihood can be reduced by the use of modular program-
ming. Then it should be possible to obtain the same result
when alternative implementations are substituted for each
module. Mesh refinement studies may also help the detec-
tion of programming errors by exposing discrepancies from
the predicted asymptotic behavior as the mesh spacing is re-
duced, or discrepancies from known results for special cases,
such as the fact that the drag should be zero in two dimen-
sional subsonic inviscid flow. It is only after the correctness
of the program and the accuracy of the numerical solution
procedure have been independently verified that it is possi-
ble to assess the modeling errors which may arise, for ex-
ample, from the use of an inappropriate turbulence model.
For a more detailed discussion of validation procedures the
reader is referred to reference [39] .

4. FLOW SOLVERS AND PARALLEL
IMPLLEMENTATIONS

In our most recent papers [40, 41, 42, 43], the Euler adjoint-
based design formulation was extended to treat complete air-
craft configurations using a new parallel multiblock imple-
mentation. This extension of the method required the re-
placement of our single-block flow and adjoint solvers [44,
45, 46] with their multiblock counterparts.

In order to use CFD in an automated design environment,
the flow solver must meet fundamental requirements of ac-
curacy, efficiency, robustness, and fast convergence. High
accuracy is required since the improvements predicted by the
method for the design in question can only be as good as the
accuracy of the flow analysis. Efficiency of the flow solver is
also critical since the optimization of the design will gener-
ally require the computation of many flow and adjoint solu-
tions. The robustness of the method (i.e. its ability to obtain

a flow solution for a variety of configuration shapes and flow
conditions) is of great importance in order to guarantee the
continuity of the design process. The last aspect, rapid con-
vergence, is also of significant importance; in highly refined
aerodynamic design applications, the benefit of aerodynamic
optimization lies in obtaining the last few percentage points
in aerodynamic efficiency. In such cases, the solutions must
be highly converged such that the noise in the figure of merit
is well below the level of realizable improvement.

In our three-dimensional single-block applications, the first
author’s FLO87 and the second author’s FLO107 codes eas-
ily met all of the above criteria [47]. Both FLO87 and FLO107
achieve fast convergence with the aid of multigridding and
implicit residual smoothing, typically obtaining solutions that
converge to machine accuracy. The challenge addressed in
reference [41] was to meet these strict convergence require-
ments within the framework of a cell-centered multiblock
flow solver. Thus, the general strategy employed in devel-
oping the multiblock scheme consisted of using the same
numerical algorithms used in the single-block code. This
goal can be achieved by constructing and maintaining a halo
of cells surrounding each block in the mesh. Then, updates
to the internal cells within each block can be performed in-
dependently using single-block techniques. This strategy
requires the identification of the halo cells and their corre-
sponding “donor” cells (from which they inherit their values)
in the interior of the neighboring blocks. The values of these
halo cells need to be loaded with appropriate flow field data
at regular intervals in the main solution algorithm. A double
halo is required so that the flow field values of the complete
stencil necessary to calculate the fluxes of all the internal
cells in a block are available, even at the block boundaries.
This halo approach to the solution of the flow in a multiblock
domain can be easily mapped into a distributed memory par-
allel computer when one realizes that the “donor” cells may
now simply reside in a different processor.

The main strategies that are used to accomplish the par-
allelization of the design procedure are a domain decom-
position model, a SPMD (Single Program Multiple Data)
strategy, and the MPI (Message Passing Interface) library
for message passing. The choice of MPI was determined by
the requirement that the resulting code be easily portable to
different parallel computing platforms as well as to homo-
geneous and heterogeneous networks of workstations while
still achieving high computational efficiency.

As an example, Figure 6 shows the parallel scalability of
the multiblock design method for a mesh containing 1.8 mil-
lion cells using up to 32 processors of an SGI Origin2000
parallel computer. Despite the fact that the multigrid tech-
nique is used in both the flow and adjoint solvers, the demon-
strated parallel speedups are quite good.
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Figure 6: Scalability Study for Multiblock Design Method.

5. AERODYNAMIC SHAPE OPTIMIZATION
Traditionally the process of selecting design variations has
been carried out by trial and error, relying on the intuition
and experience of the designer. It is not at all likely that re-
peated trials in an interactive design and analysis procedure
can lead to a truly optimum design. In order to take full ad-
vantage of the possibility of examining a large design space
the numerical simulations need to be combined with auto-
matic search and optimization procedures. This can lead to
automatic design methods which will fully realize the poten-
tial improvements in acrodynamic efficiency.

The simplest approach to optimization is to define the ge-
ometry through a set of design parameters, which may, for
example, be the weights a; applied to a set of shape func-
tions b;(z) so that the shape is represented as

f@) = abi(z).

Then a cost function I is selected which might, for example,
be the drag coefficient or the lift to drag ratio, and I is re-
garded as a function of the parameters ;. The sensitivities
8%’; may now be estimated by making a small variation do;
in each design parameter in turn and recalculating the flow

to obtain the change in I. Then
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The gradient vector % may now be used to determine a di-

rection of improvement. The simplest procedure is to make
a step in the negative gradient direction by setting
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More sophisticated search procedures may be used such as

quasi-Newton methods, which attempt to estimate the sec-
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the gradient —8{% in successive optimization steps. These meth-
ods also generally introduce line searches to find the mini-
mum in the search direction which is defined at each step.
The main disadvantage of this approach is the need for a
number of flow calculations proportional to the number of
design variables to estimate the gradient. The computational
costs can thus become prohibitive as the number of design
variables is increased. Reference [48] compares the per-
formance of several search methods, including three quasi-
Newton schemes, on a nonlinear test problem. This study
showed that an explicit search method can be developed which
exhibits a convergence rate that is independent of the number
of design variables.

An alternative approach is to cast the design problem as a
search for the shape that will generate the desired pressure
distribution. This approach recognizes that the designer usu-
ally has an idea of the kind of pressure distribution that will
lead to the desired performance. Thus, it is useful to con-
sider the inverse problem of calculating the shape that will
lead to a given pressure distribution. The method has the
advantage that only one flow solution is required to obtain
the desired design. Unfortunately, a physically realizable
shape may not necessarily exist, unless the pressure distribu-
tion satisfies certain constraints. The difficulty that the target
pressure may be unattainable may be circumvented by treat-
ing the inverse problem as a special case of the optimization
problem, with a cost function which measures the error in
the solution of the inverse problem. For example, if pg is
the desired surface pressure, one may take the cost function
to be an integral over the body surface of the square of the
pressure error,

1=3 [ o-pofas,
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or possibly a more general Sobolev norm of the pressure er-
ror. This has the advantage of converting a possibly ill posed
problem into a well posed one. It has the disadvantage that it
incurs the computational costs associated with optimization
procedures.

Application of Control Theory

In order to reduce the computational costs, it turns out that
there are advantages in formulating both the inverse problem
and more general aerodynamic problems within the frame-
work of the mathematical theory for the control of systems




governed by partial differential equations [49]. A wing, for
example, is a device to produce lift by controlling the flow,
and its design can be regarded as a problem in the optimal
control of the flow equations by variation of the shape of
the boundary. If the boundary shape is regarded as arbi-
trary within some requirements of smoothness, then the full
generality of shapes cannot be defined with a finite number
of parameters, and one must use the concept of the Frechet
derivative of the cost with respect to a function. Clearly,
such a derivative cannot be determined directly by finite dif-
ferences of the design parameters because there are now an
infinite number of these. Using techniques of control theory,
however, the gradient can be determined indirectly by solv-
ing an adjoint equation which has coefficients defined by the
solution of the flow equations. The cost of solving the ad-
joint equation is comparable to that of solving the flow equa-
tions. Thus the gradient can be determined with roughly the
computational costs of two flow solutions, independently of
the number of design variables, which may be infinite if the
boundary is regarded as a free surface.

For flow about an airfoil or wing, the aerodynamic proper-
ties which define the cost function are functions of the flow-
field variables (w) and the physical location of the boundary,
which may be represented by the function F, say. Then

I=I(w7F),
and a change in F results in a change
oI’ oI’
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in the cost function. Using control theory, the governing
equations of the flowfield are introduced as a constraint in
such a way that the final expression for the gradient does not
require reevaluation of the flowfield. In order to achieve this
dw must be eliminated from (1). Suppose that the govern-
ing equation R which expresses the dependence of w and F
within the flowfield domain D can be written as

R(w,F)=0. 2)
Then dw is determined from the equation
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Next, introducing a Lagrange Multiplier 1/, we have

aIt It r (TOR OR
o1 = oot grer " (5o sw+ 55| o7)

{5 v [l oo {5 - 57 om

Choosing 1 to satisfy the adjoint equation

OR 8[
[—(%] $=2— “)

the first term is eliminated, and we find that
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The advantage is that (5) is independent of dw, with the re-
sult that the gradient of T with respect to an arbitrary number
of design variables can be determined without the need for
additional flow-field evaluations. In the case that (2) is a
partial differential equation, the adjoint equation (4) is also
a partial differential equation and appropriate boundary con-
ditions must be determined.

After making a step in the negative gradient direction, the
gradient can be recalculated and the process repeated to fol-
low a path of steepest descent until a minimum is reached. In
order to avoid violating constraints, such as a minimum ac-
ceptable wing thickness, the gradient may be projected onto
the allowable subspace within which the constraints are sat-
isfied. In this way one can devise procedures which must
necessarily converge at least to a local minimum, and which
can be accelerated by the use of more sophisticated descent
methods such as conjugate gradient or quasi-Newton algo-
rithms.

In order to make sure that each new shape in the optimiza-
tion sequence remains smooth, it proves essential to smooth
the gradient and to replace G by its smoothed value G in the
descent process. This also acts as a preconditioner which al-
lows the use of much larger steps. If in fact the optimum is
not a smooth shape, it should be noted that the optimization
process based on an implicitly-smoothed gradient will still
achieve the optimum state in the limit, approaching it with
a set of decreasingly smooth shapes. To apply smoothing in
the &, direction, for example, the smoothed gradient G may
be calculated from a discrete approximation to

where
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where € is the smoothing parameter. If one sets §F = —AG,

then, assuming the modification is applied on the surface
& = constant, the first order change in the cost function
is

51 = — / GO F déydes

_ —A//(g—a%eg—g)é de1 dés
= ) / / (g"2+ )deldfs
0

<

assuring an improvement if A is sufficiently small and posi-
tive, unless the process has already reached a stationary point




at which ¢ = 0 (and therefore, according to Equation 6,
G =0).

1t turns out that this approach is tolerant to the use of ap-
proximate values of the gradient, so that neither the flow so-
lution nor the adjoint solution need be fully converged before
making a shape change. This results in very large savings in
the computational cost so that a full optimization can be ob-
tained with a cost equivalent to that of 2-10 flow solutions.

Quasi-Newton methods accelerate the search procedure by

recursively estimating the Hessian matrix, A, of second deriva-

tives from the changes of the gradient during the search steps,
and then using a Newton step 6.F = —A~1G. With N design
variables, N steps are required to obtain a complete estimate
of the Hessian, after which there is the possibility of ob-
taining very rapid convergence. Most quasi-Newton meth-
ods also require line searches to find the minimum along the
search direction at each step. The performance of a variety of
search methods has been evaluated in Reference [48] using
a trajectory optimization problem (the brachistochrone) as a
representative model. The study verified that the serach cost
of a simple steepest descent method applied to this problem
scales as N2, where IV is the number of design variables,
while the cost of quasi-Newton methods scaled linearly with
N as expected. On the other hand, with the correct amount
of smoothing, the smooth descent method requires a fixed
number of steps, independent of N. Considering that the
evaluation of the gradient by a finite difference method re-
quires NV + 1 flow calculations, while the cost of its evalu-
ation by the adjoint method is roughly that of two flow cal-
culations, one arrives at the estimates of total computational
cost given in Tables 1-2.

N7Z steps
N steps
K steps (independent of N)

Steepest Descent
Quasi-Newton
Smoothed Gradient

Table 1: Computational Cost of Search Algorithm as a Func-
tion of the Number of Design Variables, N.

The adjoint method can be applied to a variety of mea-
sures of performance. It should be remembered, however,
that gradient search methods depend on the assumption that
the cost-function depends continuously on the design param-
eters. This can be violated, if, for example, one attempts
to calculate the sensitivity of the pressure at a fixed loca-
tion, because there is the possibility that a shape modifi-
cation could result in a shock moving over that location.
The movement of the shock, however, is continuous as the
shape changes, with the consequence that integrated quanti-
ties such as the drag coefficient also depend continuously on
the shape. The adjoint equation allows the sensitivity of the

Finite Difference Gradients

+ Steepest Descent O(N?®)
Finite Difference Gradients

+ Quasi-Newton Search O(N?)
Adjoint Gradients

+ Quasi-Newton Search O(N)
Adjoint Gradients

+ Smoothed Gradient Search ~ O(K) (independent of N)

Table 2: Total Computational Cost of Design as a Function
of the Number of Design Variables, IV.

drag coefficient to be calculated without the explicit evalua-
tion of pressure sensitivities.

In reference [50] the first author derived the adjoint equa-
tions for transonic flows modeled by both the potential flow
equation and the Euler equations. The theory was devel-
oped in terms of partial differential equations, leading to an
adjoint partial differential equation. In order to obtain nu-
merical solutions, both the flow and the adjoint equations
must be discretized. The control theory might be applied di-
rectly to the discrete flow equations which result from the
numerical approximation of the flow equations by finite el-
ement, finite volume or finite difference procedures. This
leads directly to a set of discrete adjoint equations with a
matrix which is the transpose of the Jacobian matrix of the
full set of discrete nonlinear flow equations. On a three-
dimensional mesh with indices 4, 7, k the individual adjoint
equations may be derived by collecting together all the terms
multiplied by the variation dw; 1 of the discrete flow vari-
able w; ;. The resulting discrete adjoint equations repre-
sent a possible discretization of the adjoint partial differen-
tial equation. If these equations are solved exactly they can
provide the exact gradient of the cost function which results
from the discretization of the flow equations, which is it-
self inexact. This may facilitate the asymptotic convergence
of the search procedure. On the other hand any consistent
discretization of the adjoint partial differential equation will
yield the exact gradient in the limit as the mesh is refined.

There are a number of benefits to be gained from devel-
oping the theory for the partial differential equations of the
flow. First, the true optimum shape belongs to an infinitely
dimensional space of design parameters, and the theory pro-
vides an indication, in principle, of how such a solution could
be approached if sufficient computational resources were avail-
able. Second, it provides insight into the nature of the adjoint
equations, and the connection between the formulation of the
cost function and the boundary conditions needed to assure
a well-posed problem. Third, in certain circumstances the
discrete solution may lose the property of continuous depen-




dence of the design parameters. It may, for example, contain
non-differentiable flux limiters. Also, if adaptive mesh re-
finement is used, there will be a discontinuous change in the
solution whenever a mesh point is added or deleted. Finally,
the differential equation theory provides a guideline for the
design of iterative solution methods for the adjoint equation,
both in the case when the adjoint equation is separately dis-
cretized and in the case when the discrete adjoint equations
are derived directly from the discrete flow equations. The
theory for standard multigrid methods, for example, depends
on the property that the discrete equations on a sequence of
meshes all represent the same differential equation. It turns
out that the same multigrid solution method can readily be
used for both the flow and the adjoint equation.

The adjoint method has also been extended to treat the com-
pressible Navier Stokes equations [51, 52]. The details of
the mathematical derivation can be found in Reference [53].
In addition, in some of our applications where the satisfac-
tion of constraints was important, the adjoint method was
used to provide sensitivity information to an external op-
timization method such as NPSOL [54]. NPSOL imple-
ments a sequential quadratic programming algorithm and al-
lows for the consideration of both linear and non-linear con-
straints. The overall cost of the optimization procedure was
greatly increased, however, because of the need to conduct
line searches every time a design change direction is chosen.

6. INDUSTRIAL EXPERIENCE AND RESULTS
The methods described in this paper have been quite thor-
oughly tested in industrial applications in which they were
used as a tool for aerodynamic design. They have proved
useful both in inverse mode to find shapes that would pro-
duce desired pressure distributions, and for direct minimiza-
tion of the drag. They have been applied both to well un-
derstood configurations that have gradually evolved through
incremental improvements guided by wind tunnel tests and
computational simulation, and to new concepts for which
there is a limited knowledge base. In either case they have
enabled engineers to produce improved designs.

Substantial improvements are usually obtained with 20 —
200 design cycles, depending on the difficulty of the case.
One concern is the possibility of getting trapped in a local
minimum. In practice this has not proved to be a source of
difficulty. In inverse mode, it often proves possible to come
very close to realizing the target pressure distribution, thus
effectively demonstrating convergence. In drag minimiza-
tion, the result of the optimization is usually a shock-free
wing. If one considers drag minimization of airfoils in two-
dimensional inviscid transonic flow, it can be seen that every
shock-free airfoil produces zero drag, and thus optimization
based solely on drag has a highly non-unique solution, since
a theorem is available that states that a shock-free solution
in transonic flow is an isolated point. Different shock-free

airfoils can be obtained by starting from different initial pro-
files. One may also influence the character of the final design
by blending a target pressure distribution with the drag in the
definition of the cost function.

Similar considerations apply to three-dimensional wing de-
sign. Since the vortex drag can be reduced simply by re-
ducing the lift, the lift coefficient must be fixed for a mean-
ingful drag minimization. In order to do this the angle of
attack « is adjusted during the flow solution. It has proved
most effective to make a small change da proportional to
the difference between the actual and the desired lift coeffi-
cient every few iterations in the flow calculation. A typical
wing of a transport aircraft is designed for a lift coefficient
in the range of 0.4 to 0.6. The total wing drag may be bro-
ken down into vortex drag, drag due to viscous effects, and
shock drag. The vortex drag coefficient is typically in the
range of 0.0100 (100 counts), while the friction drag coef-
ficient is in the range of 45 counts, and the shock drag at
a Mach number just before the onset of severe drag rise is
of the order of 15 counts. With a fixed span, typically dic-
tated by structural limits or a constraint imposed by airport
gates, the vortex drag is entirely a function of span loading,
and is minimized by an elliptic loading unless winglets are
added. Transport aircraft usually have highly tapered wings
with very large root chords to accommodate retraction of
the undercarriage. An elliptic loading may lead to exces-
sively large section lift coefficients on the outboard wing,
leading to premature shock stall or buffet when the load is
increased. The structure weight is also reduced by a more in-
board loading which reduces the root bending moment. Thus
the choice of span loading is influenced by other considera-
tions. The skin friction of transport aircraft is typically very
close to flat plate skin friction in turbulent flow, and is very
insensitive to section variations. An exception to this is the
case of smaller executive jet aircraft, for which the Reynolds
number may be small enough to allow a significant run of
laminar flow if the suction peak of the pressure distribution
is moved back on the section. This leaves the shock drag as
the primary target for wing section optimization. This is re-
duced to zero if the wing is shock-free, leaving no room for
further improvement. Thus the attainment of a shock-free
flow is a demonstration of a successful drag minimization.
In practice range is maximized by maximizing M &, and
this is likely to be increased by increasing the lift coefficient
to the point where a weak shock appears. One may also use
optimization to find the maximum Mach number at which
the shock drag can be eliminated or significantly reduced for
a wing with a given sweepback angle and thickness. Alter-
natively one may try to find the largest wing thickness or the
minimum sweepback angle for which the shock drag can be
eliminated at a given Mach number. This can yield both sav-
ings in structure weight and increased fuel volume. If there
is no fixed limit for the wing span, such as a gate constraint,




increased thickness can be used to allow an increase in as-
pect ratio for a wing of equal weight, in turn leading to a
reduction in vortex drag. Since the vortex drag is usually the
largest component of the total wing drag, this is probably the
most effective design strategy, and it may pay to increase the
wing thickness to the point where the optimized section pro-
duces a weak shock wave rather than a shock-free flow [55].

The first major industrial application of an adjoint based
aerodynamic optimization method was the wing design of
the Beech Premier [56] in 1995. The method was success-
fully used in inverse mode as a tool to obtain pressure distri-
butions favorable to the maintenance of natural laminar flow
over a range of cruise Mach numbers. Wing contours were
obtained which yielded the desired pressure distribution in
the presence of closely coupled engine nacelles on the fuse-
lage above the wing trailing edge.

During 1996 some preliminary studies indicated that the
wings of both the McDonnell Douglas MD-11 and the Boe-
ing 747-200 could be made shock-free in a representative
cruise condition by using very small shape modifications,
with consequent drag savings which could amount to several
percent of the total drag. This led to a decision to evaluate
adjoint-based design methods in the design of the McDon-
nell Douglas MDXX during the summer and fall of 1996. In
initial studies wing redesigns were carried out for inviscid
transonic flow modeled by the Euler equations. A redesign
to minimize the drag at a specified lift and Mach number
required about 40 design cycles, which could be completed
overnight on a workstation.

Three main lessons were drawn from these initial studies:
(i) the fuselage effect is too large to be ignored and must be
included in the optimization, (ii) single-point designs could
be too sensitive to small variations in the flight condition,
typically producing a shock-free flow at the design point
with a tendency to break up into a severe double shock pat-
tern below the design point, and (iii) the shape changes nec-
essary to optimize a wing in transonic flow are smaller than
the boundary layer displacement thickness, with the conse-
quence that viscous effects must be included in the final de-
sign. The reason that these items are critical to the aero-
dynamic shape optimization of a commercial aircraft is that
a one percent improvement to the aircraft performance is a
significant accomplishment. In the case of the MDXX, the
Douglas engineers had done an exceptional job before our
optimization capabilities were brought to bear on this effort.
During their wing design, the man-in-the-loop considered
the fuselage, nacelle and viscous effects over a wide range
of flow conditions yielding a near-optimum design. While a
manual design process requires man-years of effort to com-
plete, the performance of the final design cannot be com-
promised. Hence, the simulations on which the optimization
process is built must accurately represent the essential ele-
ments of the geometry as well as the flow physics.

In order to meet the first two of these considerations, the
second phase of the study was concentrated on the optimiza-
tion of wing-body combinations with multiple design points.
These were still performed with inviscid flow to reduce com-
putational cost and allow for fast turnaround. It was found
that comparatively insensitive designs could be obtained by
minimizing the drag at a fixed Mach number for three fairly
closely spaced lift coefficients such as 0.5, 0.525, and 0.55,
or alternatively three nearby Mach numbers with a fixed lift
coefficient.

The third phase of the project was focused on the design
with viscous effects using as a starting point wings which
resulted from multipoint inviscid optimization. While the
full viscous adjoint method was still under development, it
was found that useful improvements could be realized, par-
ticularly in inverse mode, using the inviscid result to provide
the target pressure, by coupling an inviscid adjoint solver
to a viscous flow solver. Computer costs are many times
larger, both because finer meshes are needed to resolve the
boundary layer, and because more iterations are needed in
the flow and adjoint solutions. In order to force the specified
lift coefficient the number of iterations in each flow solution
had to be increased from 15 to 100. To achieve overnight
turnaround a fully parallel implementation of the software
had to be developed. Finally it was found that in order to
produce sufficiently accurate results, the number of mesh
points had to be increased to about 1.8 million. In the final
phase of this project it was planned to carry out a propulsion
integration study using the multiblock versions of the soft-
ware. This study, well underway, was not completed due to
the cancelation of the entire MDXX project.

In the next subsections we present examples of the use
of the adjoint method for viscous inverse and drag mini-
mization in two dimensional flow. We then show a three-
dimensional wing design using the Euler equations and a
wing design using the full viscous adjoint method in its cur-
rent form, implemented in the computer program SYN107.
These calculations were all performed using the simple de-
scent optimization method with smoothing of the gradient
described in Section 5.. This has proved to be very effi-
cient: in all cases the final optimum design was achieved
with a total computational cost equivalent to the cost of from
2 to 10 converged flow solutions. The remaining subsections
present results of optimizations for complete configurations
in inviscid transonic and supersonic flow using the multi-
block parallel design program, SYN107-MB.

Inverse design of an airfoil in transonic viscous flow

Our first example shows an inverse design in two dimen-
sional viscous transonic flow obtained using the design code
SYN103. The target pressure is that of the section of the ON-
ERA M6 wing at Mach .75 and a lift coefficient of .50 and is
denoted by the circles in the Figures. It was calculated using




SYN103 in analysis mode, thus it should be exactly realiz-
able. A C-type mesh was used which contained 256 intervals
in the chordwise and 96 cells in the normal direction for a to-
tal of 24, 576 cells. The design calculation was started with
the NACA 0012 airfoil as the initial profile, and the ONERA
M6 pressure distribution was almost exactly recovered in 25
design cycles. In the first cycle 120 iterations were used in
both the flow and the adjoint solutions. In the subsequent
cycles only 30 iterations were used in both the flow and ad-
joint solutions. Figure 7 shows the initial profile and pres-
sure distribution with the pressure coefficient plotted verti-
cally in the negative direction. It then shows the results after
one, five and twenty five design cycles, with the target rep-
resented by circles. It also superposes on each redesigned
profile the smoothed gradient plotted in the direction of the
shape modification. A fixed scale is used so that it is possi-
ble to observe the decrease in the magnitude of the gradient
as the calculation converges enough to ensure that they were
fairly close to convergence. The root mean square error be-
tween the target and actual pressure was reduced from .0530
to .0016 in the course of the entire calculation which took
3569 seconds using a single Silicon Graphics R10000 pro-
cessor. A fully converged flow solution using 500 iterations
on the same mesh took 936 seconds, so the cost of the entire
design calculation was about that of three and one half flow
solutions.

Drag reduction of an airfoil in viscous flow

The next example shows a redesign of the RAE2822 airfoil
to reduce the drag at a fixed lift coefficient of .65 in transonic
flow at Mach .75. In this case a shock free flow was ob-
tained after 10 design cycles, in each of which both the flow
and the adjoint solutions were calculated with 25 multigrid
cycles. A grid with 512 x 64 cells was used. The pressure
drag was reduced from .0091 to .0041, while the viscous
drag remained essentially constant. The constraint was im-
posed that the thickness of the profile could not be reduced
by only permitting outward movement from the initial pro-
file. Figure 8 displays the sequence of pressure distributions,
showing the elimination of the shock wave. It also shows the
initial profile, and the smoothed gradient superposed on the
subsequent profiles. It can be seen that the gradient contin-
ues to have an inward component, indicating that the drag
might be further reduced if a thickness reduction were per-
mitted. Furthermore, it should be noted that the sensitivities
in the vicinity of the trailing edge want to cross the upper
and lower surfaces; this corresponds to inserting a sink at
the trailing edge which reduces the drag on the airfoil. In or-
der to prevent this non-physical shape from forming, special
boundary conditions are imposed on the smoothed-gradient
equation (6 that freeze the position of the upper and lower
trailing-edge points. In this case the entire design calculation
took 1549 seconds on an R10000 processor, while a fully

converged flow solution took 1160 seconds, so the cost of
the design was equivalent to less than two flow solutions.

Three point inviscid redesign of the Boeing 747 wing

The third example shows a redesign of the wing of the Boe-
ing 747 to reduce its drag in a typical cruising condition. It
has been our experience that drag minimization at a single
point tends to produce a wing which is shock free at its de-
sign point, but tends to display undesirable characteristics
off its design point. Typically, a double shock pattern forms
below the design lift coefficient and Mach number, and a sin-
gle, but fairly strong shock above the design point. To alle-
viate this tendency the calculation was performed with three
design points. In carrying out multipoint designs of this kind
a composite gradient is calculated as a weighted average of
the gradients calculated for each design point separately. In
this case the design points were selected as lift coefficients
of .38, .42 and .46 for the exposed wing at Mach .85. Be-
cause the fuselage has a significant effect on the flow over
the wing, the calculations were performed for the wing body
combination, but the shape modifications were restricted to
the wing alone. The fuselage also contributes to the lift, so
that the total lift coefficient at the mid design point was esti-
mated to be .50.

The results are displayed in Figures 9 - 11 and in Table 3
which shows the pressure drag at three design points of the
initial wing, and the final wing after 30 design cycles. It can
been seen that a drag reduction was obtained over the en-
tire range of lift coefficients, and at the mid design point the
redesigned wing is almost shock free. Figure 12 shows the
modification in the wing section about half way out the span.
It can be seen that a useful drag reduction can be obtained
by a very small change in the wing shape. This is because of
the extreme sensitivity of the transonic flow. Also, it is clear
that without a tool of this kind it would be almost impossible
to find an optimum shape.

Transonic Viscous Wing-Body Design

A typical result for drag minimization of a wing body com-
bination in transonic viscous flow is presented next. The vis-
cous adjoint optimization method was used with a Baldwin-
Lomax turbulence model. The initial wing is similar to one
produced during the MDXX design studies. Figures 13-15
show the result of the wing-body redesign on a C-H mesh
with 288 x 96 x 64 cells. The wing has sweep back of about
38 degrees at the 1/4 chord. A total of 44 iterations of the vis-
cous optimization procedure resulted in a shock-free wing at
a cruise design point of Mach 0.86, with a lift coefficient of
0.61 for the wing-body combination at a Reynolds number
of 101 million based on the root chord. Using 48 processors
of an SGI Origin2000 parallel computer, each design iter-
ation takes about 22 minutes so that overnight turnaround




for such a calculation is possible. Figure 13 compares the
pressure distribution of the final design with that of the ini-
tial wing. The final wing is quite thick, with a thickness to
chord ratio of about 14 percent at the root and 9 percent at
the tip. The optimization was performed with a constraint
that the section modifications were not allowed to decrease
the thickness anywhere. The design offers excellent perfor-
mance at the nominal cruise point. A drag reduction of 2.2
counts was achieved from the initial wing which had itself
been derived by inviscid optimization. Figures 14 and 15
show the results of a Mach number sweep to determine the
drag rise. The drag coefficients shown in the figures repre-
sent the total wing drag including shock, vortex, and skin
friction contributions. It can be seen that a double shock
pattern forms below the design point, while there is actually
a slight increase in the drag coefficient at Mach 0.85. This
wing has a low drag coefficient, however, over a wide range
of conditions. Above the design point a single shock forms
and strengthens as the Mach number increases.

Transonic Multipoint Constrained Aircraft Design

As a first example of the automatic design capability for
complex configurations, we show drag reduction for a typ-
ical business jet configuration. The objective of the design
is to alter the geometry of the wing in order to minimize
the configuration inviscid drag at three different flight con-
ditions simultaneously. Realistic geometric spar thickness
constraints are enforced. The geometry chosen for this anal-
ysis is a full configuration business jet composed of wing,
fuselage, pylon, nacelle, and empennage. The inviscid multi-
block mesh around this configuration follows a general C-O
topology with special blocking to capture the geometric de-
tails of the nacelles, pylons and empennage. A total of 240
point-to-point matched blocks with 4, 157, 440 cells (includ-
ing halos) are used to grid the complete configuration. This
mesh allows the use of 4 multigrid levels obtained through
recursive coarsening of the initial fine mesh. The upstream,
downstream, upper and lower far field boundaries are located
at an approximate distance of 15 wing semispans, while the
far field boundary beyond the wing tip is located at a dis-
tance approximately equal to 5 semispans. An engineering-
accuracy solution {with a decrease of 4 orders of magnitude
in the average density residual) can be obtained in 100 multi-
grid cycles. This kind of solution can be routinely accom-
plished in under 20 minutes of wall clock time using 32 pro-
cessors of an SGI Origin2000 computer.

In this case the adjoint method was used to supply gradi-
ents to the well-known NPSOL optimization software which
implements a sequential quadratic programming algorithm
with provisions for handling of constraints. The initial con-
figuration was designed for Mach = 0.8 and C, = 0.3. The
three operating points chosen for this design are Mach = 0.81
with Cr, = 0.35, Mach = 0.82 with C = 0.30, and Mach

= 0.83 with Cr, = 0.25. In order to demonstrate the advan-
tage of a multipoint design approach, the final solution at the
middle design point will be compared with a single point de-
sign at the same conditions. As the geometry of the wing is
modified, the design algorithm computes new wing-fuselage
intersections. The wing component is made up of six airfoil
defining sections. Eighteen Hicks-Henne design variables
are applied to five of these sections for a total of 90 design
variables. The sixth section at the symmetry plane is not
modified. Spar thickness constraints were also enforced on
each defining station at the z/c = 0.2 and z/c = 0.8 lo-
cations. Maximum thickness was forced to be preserved at
x/c = 0.4 for all six defining sections. To ensure an ade-
quate included angle at the trailing edge, each section was
also constrained to preserve thickness at z/c = 0.95. Fi-
nally, to preserve leading edge bluntness, the upper surface
of each section was forced to maintain its height above the
camber line at z/¢ = 0.02. Combined, a total of 30 linear
geometric constraints were imposed on the configuration.

Figure 16 shows the surface of the configuration colored
by the local coefficient of pressure, Cp, before and after re-
design for the middle design point. One can clearly observe
that the strength of the shock wave on the upper surface of
the configuration has been considerably reduced.

Figure 17 shows the initial and final airfoil geometries and
C,, distributions for the middle design point after 5 NPSOL
design iterations. It is evident that the new design has signif-
icantly reduced the shock strengths on both upper and lower
wing surfaces. Upon examination of the results, this is also
found to be true for the other two design points. The tran-
sitions between design points are also quite smooth. For
comparison purposes, a single point drag minimization study
(Mach = 0.81 and C, = 0.25) is carried out starting from
the same initial configuration and using the same design vari-
ables and geometric constraints.

Figure 18 shows comparisons of the solution from the three-
point design with that of the single point design at the third
design point. Interestingly, the upper surface shapes for both
final designs are very similar for the first two design points.
However, in the case of the single point design, a strong
lower surface shock appears at the Mach = 0.83, C, = 0.25
design point. The three-point design is able to suppress the
formation of this lower surface shock and achieves a 9 count
drag benefit over the single point design at this condition.
However, it has a 1 count penalty at the single point design
condition. Examination of the reusults shows that the three-
point design features a weak single shock for one of the three
design points and a very weak double shock at another de-
sign point. Table 4 summarizes the drag results for the two
designs. The Cp values have been normalized by the drag
of the initial configuration at the second design point.



Supersonic Constrained Aircraft Design

For supersonic design, provided that turbulent flow is as-
sumed over the entire configuration, the inviscid Euler equa-
tions suffice for aerodynamic design since the pressure drag
is not greatly affected by the inclusion of viscous effects.
Moreover, flat plate skin friction estimates of viscous drag
are often very good approximations. In this study we show
drag reduction of a generic supersonic transport configura-
tion used in reference [40] using the inviscid Euler equations
to model the flow.

The baseline supersonic transport configuration was sized
to accommodate 300 passengers with a gross take-off weight
of 750,000 lbs. The supersonic cruise point is Mach 2.2
with a C, of 0.105. Figure 19 shows that the planform is
a cranked-delta configuration with a break in the leading
edge sweep. The inboard leading edge sweep is 68.5 de-
grees while the outboard is 49.5 degrees. Since the Mach
angle at M = 2.2 is 63 degrees it is clear that some leading
edge bluntness may be used inboard without a significant
wave drag penalty. Blunt leading edge airfoils were created
with thickness ranging from 4% at the root to 2.5% at the
leading edge break point. These symmetric airfoils were
chosen to accommodate thick spars at roughly the 5% and
80% chord locations over the span up to the leading edge
break. Outboard of the leading edge break where the wing
sweep is ahead of the Mach cone, a sharp leading edge was
used to avoid unnecessary wave drag. The airfoils were cho-
sen to be symmetric, biconvex shapes modified to have a
region of constant thickness over the mid-chord. The four-
engine configuration features axisymmetric nacelles tucked
close to the wing lower surface. This layout favors reduced
wave drag by minimizing the exposed boundary layer di-
verter area. However, in practice it may be problematic be-
cause of the channel flows occurring in the juncture region
of the diverter, wing, and nacelle at the wing trailing edge.

The computational mesh on which the design is run has 180
blocks and 1,500,000 mesh cells (including halos), while
the underlying geometry entities define the wing with 16 sec-
tional cuts and the body with 200 sectional cuts. In this case,
where we hope to optimize the shape of the wing, care must
be taken to ensure that the nacelles remain properly attached
with diverter heights being maintained.

The objective of the design is to reduce the total drag of
the configuration at a single design point (Mach = 2.2, C,
= 0.105) by modifying the wing shape. Just as in the tran-
sonic case, 18 design variables of the Hicks-Henne type are
chosen for each wing defining section. Similarly, instead of
applying them to all 16 sections, they are applied to 8 of
the sections and then lofted linearly to the neighboring sec-
tions. Spar thickness constraints are imposed for all wing
defining sections at z/c = 0.05 and /¢ = 0.8. An addi-
tional maximum thickness constraint is specified along the
span at z/c = 0.5. A final thickness constraint is enforced

at z/c = 0.95 to ensure a reasonable trailing edge included
angle. An iso-C), representation of the initial and final de-
signs is depicted in Figure 19 for both the upper and lower
surfaces.

It is noted that the strong oblique shock evident near the
leading edge of the upper surface on the initial configura-
tion is largely eliminated in the final design after 5 NPSOL
design iterations. Also, it is seen that the upper surface pres-
sure distribution in the vicinity of the nacelles has formed
an unexpected pattern. However, recalling that thickness
constraints abound in this design, these upper surface pres-
sure patterns are assumed to be the result of sculpting of
the lower surface near the nacelles which affects the upper
surface shape via the thickness constraints. For the lower
surface, the leading edge has developed a suction region
while the shocks and expansions around the nacelles have
been somewhat reduced. Figure 20 shows the pressure co-
efficients and (scaled) airfoil sections for four sectional cuts
along the wing. These cuts further demonstrate the removal
of the oblique shock on the upper surface and the addition
of a suction region on the leading edge of the lower sur-
face. The airfoil sections have been scaled by a factor of 2 so
that shape changes may be seen more easily. Most notably,
the section at 38.7% span has had the lower surface drasti-
cally modified such that a large region of the aft airfoil has
a forward-facing portion near where the pressure spike from
the nacelle shock impinges on the surface. The final overall
pressure drag was reduced by 8%, from Cp = 0.0088 to
Cp = 0.0081.

7. CONCLUSIONS

A procedure for the aerodynamic shape optimization of mod-
ern aircraft has been developed and presented. The method
is based on ideas from control theory and relies on the solu-
tion of an adjoint equation for the inexpensive computation
of design sensitivities that would typically involve recalcu-
lation of the flow. The procedure has been implemented in
several computer programs that can deal with varying levels
of sophistication in the flow model as well as in the geomet-
ric complexity of the configuration of interest. The method
has been used in several occasions in an industrial setting,
and in all cases it has yielded significant performance im-
provements over the baseline configuration. Furthermore, it
has been verified that the computational cost of a complete
design calculation is generally a small multiple of a typical
analysis run (ranging from 2 to 10), consistent with the esti-
mates of Table 2. Together with the use of large scale parallel
computers, this has allowed overnight turnaround for design
calculations on complete aircraft configurations.
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Design Conditions Initial Three Point Design
Mach Cr Cp Original Cp Redesign Cp Reduction (%)

0.85 0.38 0.0071 0.0064 9.8
0.85 0.42 0.0086 0.0077 10.4
0.85 0.46 0.0106 0.0095 10.3

Table 3: Pressure Drag Reduction for Multipoint Design.

Design  Conditions Initial Single Point Design  Three Point Design
Mach Cy, Relative Cp Relative Cp Relative Cp
0.81 0.35 1.00257 0.85003 0.85413
0.82 0.30 1.00000 0.77350 0.77915
0.83 0.25 1.08731 0.81407 0.76836

Table 4: Pressure Drag Reduction for Single and Multipoint Designs.
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7a: C, after Zero Design Cycles.
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7¢: Cy, after Five Design Cycles.
Design Mach 0.75, C; = 0.4994,

Cy = 0.0148.
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7b: C, after One Design Cycle.
Design Mach 0.75, C; = 0.4841,

08E+00 0.4E+00 -2E15 -4E+00 -8E+00 -1E+01 -2E+0! -2E+01

0.1E+01
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7d: C,, after Twenty five Design

Cycles.

Design Mach 0.75, C; = 0.5007,

C4 = 0.0118.

Figure 7: Inverse Design of an ONERA Airfoil. The vectors on the airfoil surface represent the direction and magnitude of the
gradient.
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8a: C, after Zero Design Cycles.

Design Mach 0.75, C; = 0.6450,
Ca(pressure) = 0.0091,
Cy(viscous) = 0.0056.
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8c: C), after Two Design Cycles.

Design Mach 0.75, C; = 0.6510,
Cy(pressure) = 0.0054,
Cq(viscous) = 0.0057.
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8b: C, after One Design Cycle.

Design Mach 0.75, C; = 0.6512,
Cy(pressure) = 0.0066.
Cy(viscous) = 0.0057.
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8d: C, after Ten Design Cycles.

Design Mach 0.75, C; = 0.6460,
Cy(pressure) = 0.0041.
Cy(viscous) = 0.0058.

Figure 8: Drag Minimization of an RAE2822 Airfoil. The vectors on the airfoil surface represent the direction and magnitude

of the gradient.



COMPARISON OF CHORDWISE PRESSURE DISTRIBUTIONS
BOEING 747 WING-BODY
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Figure 9: Pressure distribution of the Boeing 747 Wing-Body before optimization.

COMPARISON OF CHORDWISE PRESSURE DISTRIBUTIONS
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Figure 10: Pressure distribution of the Boeing 747 Wing-Body after a three point optimization.




COMPARISON OF CHORDWISE PRESSURE DISTRIBUTIONS
BOEING 747 WING-BODY
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Figure 11: Comparison of Original and Optimized Boeing 747 Wing-Body at the mid design point
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Figure 12: Original and Re-designed Wing section for the Boeing 747 Wing-Body at mid-span.




COMPARISON OF CHORDWISE PRESSURE DISTRIBUTIONS
MPX5X WING-BODY
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Figure 13: Pressure distribution of the MPX5X before and after optimization.

COMPARISON OF CHORDWISE PRESSURE DISTRIBUTIONS
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Figure 14: Off design performance of the MPX5X below the design point.
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Figure 15: Off design performance of the MPX5X above the design point.




Optimized Design

Figure 16: Geometry Surface Colored by local C', Before and After Redesign.




17a: span station z = 0.190 17b: span station z = 0.475

r T T T T T T T T T 1 ¥ T T T T 3
000 010 020 030 040 030 060 070 080 090 1.00 000 010 020 030 040 050 060 00 080 0% 100

Xic

17c¢: span station z = 0.665 17d: span station z = 0.856

Figure 17: Business Jet Configuration. Multipoint Drag Minimization at Fixed Lift.
Design Point 2, M = 0.82, C;, = 0.30

90 Hicks-Henne variables. Spar Constraints Active.

— — —, Initial Pressures

——, Pressures After 5 Design Cycles.




_ . Single Point Design
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18b: span station z = 0.475

18a: span station z = 0.190
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Figure 18: Business Jet Configuration. Single Point vs. Multipoint Drag Minimization at Fixed Lift.
Design Point 3, M = 0.83, C, = 0.25
90 Hicks-Henne variables. Spar Constraints Active.
— — —, Single Point Design Pressures.
, Multipoint Design Pressure.



Baseline Optimized

Upper Surface

Figure 19: Supersonic Transport Configuration.
Designs. M = 2.2, C;, = 0.105.

Baseline L Optimized

Lower Surfacse

Iso-C', Contours on Upper and Lower Surfaces. Baseline and Optimized
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Figure 20: Supersonic Transport Configuration. Drag Minimization at Fixed Lift.

M =2.20,Cr = 0.105

144 Hicks-Henne variables. Spar Constraints Active.
— — —, Initial Pressures

———, Pressures After 5 Design Cycles.
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