Locally adaptive pseudo-time stepping for high-order Flux Reconstruction
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ABSTRACT

This paper proposes a novel locally adaptive pseudo-time stepping convergence acceleration technique for dual time stepping which is a common integration method for solving unsteady low-Mach preconditioned/incompressible Navier-Stokes formulations. In contrast to standard local pseudo-time stepping techniques that are based on computing the local pseudo-time steps directly from estimates of the local Courant-Friedrichs-Lewy limit, the proposed technique controls the local pseudo-time steps using local truncation errors which are computed with embedded pair RK schemes. The approach has three advantages. First, it does not require an expression for the characteristic element size, which are difficult to obtain reliably for curved mixed-element meshes. Second, it allows a finer level of locality for high-order nodal discretisations, such as FR, since the local time-steps can vary between solution points and field variables. Third, it is well-suited to being combined with P-multigrid convergence acceleration. Results are presented for a laminar 2D cylinder test case at Re = 100. A speed-up factor of 4.16 is achieved compared to global pseudo-time stepping with an RK4 scheme, while maintaining accuracy. When combined with P-multigrid convergence acceleration a speed-up factor of over 15 is achieved. Detailed analysis of the results reveals that pseudo-time steps adapt to element size/shape, solution state, and solution point location within each element. Finally, results are presented for a turbulent 3D SD7003 airfoil test case at Re = 60,000. Speed-ups of similar magnitude are observed, and the flow physics is found to be in good agreement with previous studies.
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1. Introduction

Dual time stepping [1] is an integration method in which an unsteady problem in physical time is solved implicitly via a series of steady-state problems in pseudo-time. It was originally proposed to circumvent the strict Courant-Friedrichs-Lewy (CFL) condition associated with explicit solution of the compressible Navier-Stokes equations. Currently, dual time stepping is most commonly used together with unsteady low-Mach preconditioned Navier-Stokes formulations which alter characteristic wave speeds to reduce systems stiffness [2]. One such method is the Artificial Compressibility Method (ACM) of Chorin [3] which was developed in the late 1960s as an alternative to pressure correction based methods for solving steady incompressible fluid flow problems. Rather than projecting the pressure with a Poisson equation, it is solved iteratively by driving a modified continuity equation towards a divergence free solution. Common practice with dual time stepping is that
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the physical time is discretised with a Backward Difference Formula (BDF) scheme, and the pseudo-time problem is solved either explicitly or implicitly.

There have been various attempts to apply the ACM in a high-order context. Bassi [4] first succeeded in applying the approach with a Discontinuous Galerkin (DG) scheme to solve steady incompressible flow problems. Later, Liang et al. [5] extended the method to Spectral Difference (SD) schemes in 2D, providing support for unsteady flows via dual time stepping. Recently, Cox et al. [6] successfully applied the method with Flux Reconstruction (FR) in 2D, and introduced a fully implicit pseudo-time stepping strategy. In the current study, we utilise the cross-platform high-order ACM solver with FR developed by Loppi et al. [7] in the Python-based open-source PyFR framework. The solver supports a range of computer architectures, from laptops to the largest supercomputers, via a platform-unified templating approach that can generate and compile CUDA, OpenCL and C/OpenMP code at runtime. In the solver, pseudo-time stepping is performed explicitly with \( P \)-multigrid convergence acceleration. The choice of explicit methods is motivated by current trends in modern hardware; most notably an abundance of compute capability relative to memory bandwidth, extensive parallelism, and low memory per core. Using explicit schemes, the majority of operations can be cast as matrix-matrix multiplications with minimal communication, whereas implicit methods require computation of large flux Jacobians and significant memory indirection due to inter-element couplings.

The efficiency of dual time stepping depends strongly on the rate at which pseudo iterations converge within each physical time step. A popular explicit convergence acceleration technique is local pseudo-time stepping, which allows the pseudo-time step size to vary between elements. The majority of current local pseudo-time stepping approaches are based on identifying the maximum locally stable time step directly from a local CFL number, calculation of which requires an estimate of the local characteristic element size. For unstructured grids the definition of the characteristic element size is often based on heuristics. Two popular definitions are the radius of an inscribed sphere or the distance to the element boundary along a streamline [8,9]. In this study, a new alternative approach based on adaptive error control via embedded pair RK schemes is proposed. The main advantage of this approach is that it does not require computing characteristic element sizes which can be difficult to obtain reliably for high-order curved unstructured grids of mixed element types. In addition, the approach allows a finer level of locality, as the local time-steps can vary between solution points and field variables. Due to its nodal nature, it is also well-suited to work with \( P \)-multigrid convergence acceleration, since the pseudo-time step sizes can be locally projected onto different solution bases in the \( P \)-multigrid cycle.

The paper is structured as follows. Sections 2 and 3 provide brief summaries on the FR discretisation and relevant time-integration techniques. Section 4 introduces the unsteady artificial compressibility method for computing incompressible flows with FR using dual time stepping. Section 5 details the proposed locally adaptive pseudo-time stepping approach, including \( P \)-multigrid acceleration, and introduces an implementation in the open-source PyFR framework. In Section 6, the performance is assessed with a 2D cylinder test case, and the underlying adaptation mechanisms are analysed. In Section 7, the technology is applied to a SD7003 airfoil simulation to demonstrate its utility for turbulent flow problems. Finally, conclusions are drawn in Section 8.

2. Flux Reconstruction

Flux Reconstruction method unifies nodal DG and SD schemes within a single framework. It was first introduced by Hyun for advection in [10] and for diffusion in [11]. A summary of the FR formulation for mixed unstructured grids is given below. More detailed presentations can be found in [12–14]. Consider a finite solution domain \( \mathcal{D} \) in Euclidean space \( \mathbb{R}^{N_D} \) with a coordinate system \( x = x_i \in \mathbb{R}^{N_D} \), where \( N_D \) is the number of dimensions. A conservation law in the domain takes the form

\[
\frac{\partial u_\alpha}{\partial t} = -\nabla \cdot f_\alpha, \tag{1}
\]

where \( u_\alpha = u_\alpha(x, t) \) is the solution state for a field variable \( \alpha \) and \( f_\alpha = f_\alpha(u_\alpha, \nabla u_\alpha) \) is the associated flux. The domain is discretised using a set of suitable element types \( \epsilon \), such as line elements in \( N_D = 1 \), quadrilaterals and triangles in \( N_D = 2 \), and hexahedra and tetrahedra in \( N_D = 3 \). The elements in the discretised domain must conform according to

\[
\Omega = \bigcup_{\epsilon \in \mathcal{E}} \Omega_\epsilon, \quad \Omega_\epsilon = \bigcup_{n=1}^{\left|\Omega_\epsilon\right|} \Omega_{\epsilon n}, \quad \bigcap_{\epsilon \in \mathcal{E}} \bigcap_{n=1}^{\left|\Omega_\epsilon\right|} \Omega_{\epsilon n} = \emptyset, \tag{2}
\]

where the subscript \( \epsilon \) refers to an element type and \( |\Omega_\epsilon| \) is the number of elements of that type.

For efficient numerical implementation, all operations are performed in a transformed space with a coordinate system \( \tilde{x} = \tilde{x}_i \in \mathbb{R}^{N_0} \). Each physical element \( \Omega_\epsilon \) is mapped into its respective transformed standard element \( \tilde{\Omega}_\epsilon \in \mathbb{R}^{N_0} \) via a vector mapping function \( \mathcal{M}_\epsilon \) as

\[
\tilde{x}_i = \mathcal{M}^{-1}_{\epsilon ni}(x), \tag{3}
\]

\[
x_i = \mathcal{M}_{\epsilon ni}(\tilde{x}), \tag{4}
\]
where \( i \) denotes the spatial component of the mapping function. The Jacobian matrices and determinants associated with the mapping are defined as

\[
J_{e\alpha}^{-1} = J_{enij}^{-1} = \frac{\partial \mathcal{M}_{e\alpha}^{-1}}{\partial x_j}, \quad J_{en} = J_{enij} = \frac{\partial \mathcal{M}_{enij}}{\partial x_j},
\]

\[
\mathcal{J}_{en}^{-1} = \det J_{enij}^{-1} = \frac{1}{\mathcal{J}_{en}}, \quad \mathcal{J}_{en} = \det J_{en}.
\]

where \( j \) denotes the spatial component of the derivative. Using the above relations, the transformed flux and transformed gradient of the solution can be written as a function of the physical solution as

\[
\tilde{f}_{ena} (\tilde{x}, t) = \mathcal{J}_{en} (\tilde{x}) J_{enij}^{-1} (\mathcal{M}_{en} (\tilde{x})) f_{ena} (\mathcal{M}_{en} (\tilde{x}), t),
\]

\[
\tilde{V} u_{ena} (\tilde{x}, t) = J_{enij}^{-1} (\tilde{x}) \tilde{V} u_{ena} (\mathcal{M}_{en} (\tilde{x}), t),
\]

where \( \tilde{V} = \partial / \partial \tilde{x} \). Moreover, Equation (1) can be expressed in terms of the transformed divergence of the transformed flux as

\[
\frac{\partial u_{ena}}{\partial t} = -\mathcal{J}_{en}^{-1} \tilde{V} \cdot \tilde{f}_{ena}.
\]

In the FR method, piece-wise discontinuous polynomials of order \( P \) are used to represent the solution within each element. Take \( \{ \tilde{x}_{eij}^\alpha \} \) to be a set of solution points associated with a given standard element type, where \( 0 \leq i < N_e \), with \( N_e \) being the number of solution points. Examples of such point distributions are Gauss-Legendre or Gauss-Lobatto points, when \( N_D = 1 \), Witherden-Vincent points [15] for triangles, when \( N_D = 2 \), and Shunn-Ham points [16] for tetrahedra, when \( N_D = 3 \). The set of solution points \( \{ \tilde{x}_{eij}^\alpha \} \) can be used to define a nodal basis set \((\xi_{ei}(\tilde{x}))\) of order \( P(N_e) \) that spans a polynomial space \( \mathcal{P} \) and satisfies the property \( \xi_{ei}(\tilde{x}_{eij}^\alpha) = \delta_{ij} \). Following the methodology in [17], the nodal basis can be formed by first defining any nodal basis set \((\xi_{ei}(\tilde{x}))\) that spans \( \mathcal{P} \), and calculating the entries in the associated Vandermonde matrix \( \mathcal{V}_{ei} = \xi_{ei}(\tilde{x}_{eij}^\alpha) \). Subsequently, a nodal basis can be constructed as \( \xi_{ei}(\tilde{x}_{eij}^\alpha) = \mathcal{V}_{ei}^{-1} \xi_{ei} \). In addition to the solution points, a set of element-type-specific flux points \( \{ \tilde{x}_e^j \} \), where \( 0 \leq j < N_e \), with \( N_e \) being the number of flux points, are defined at the element interfaces. Each element interface, apart from those at the domain boundaries, contain the flux points of two neighbouring elements. For a given flux point pair \( eij \) and \( e'i'j' \), the mapping function must return the same physical location according to

\[
\mathcal{M}_{en}(\tilde{x}_e^j) = \mathcal{M}_{en'}(\tilde{x}_e^{j'}).
\]

For computing the right-hand-side, the first step is obtaining the discontinuous solution at the flux points from the interpolating solution polynomial as

\[
u^u_{ena} = u^u_{eijn} \xi_{ej}(\tilde{x}_{eij}^\alpha).
\]

These values are used to find a common interface solution at the flux points via a scalar function \( C(u_L, u_R) \), where the superscripts R and L denote the right and left states respectively. The common values are assigned as

\[
C u^f_{eijn} = C u^{f}_{e'i'n'\alpha} = C(u^u_{ena}, u^{f}_{e'i'n'\alpha}).
\]

The second step is to compute the gradient of the solution at the solution points. For this purpose, we form a vector correction function \( g^f_{ei}(\tilde{x}) \) which satisfies

\[
\tilde{n}_{ej} \cdot g^f_{ei}(\tilde{x}_{eij}^\alpha) = \delta_{ij},
\]

where \( \tilde{n}_{ej} \) is the outward facing normal vector. This allows the transformed gradient of the solution at the solution points to be computed as

\[
\tilde{V} u^u_{ena} = (\tilde{n} \tilde{V})_{ej} \cdot g^f_{ei}(\tilde{x}_{eij}^\alpha) (C u^f_{eijn} - u^f_{eijn}) + u^u_{eijn} \tilde{V} l_{ej}(\tilde{x}_{eij}^\alpha),
\]

which transforms into physical space as

\[
V u^u_{ena} = J_{ein}^{-1} \tilde{V} u^u_{ena},
\]

where \( J_{ein}^{-1} = J_{enj}^{-1} (\tilde{x}_{eij}) \). As a third step, the transformed flux at the solution points is evaluated as

\[
\tilde{f}^u_{ena} = J_{ein} J_{ej}^{-1} f_{\alpha}(u^u_{ena}, V u^u_{ena}).
\]
and the normal component of the transformed flux at the flux points as
\[ \tilde{f}_{\text{eina}} = l_{ij}(\tilde{\mathbf{x}}_{\text{ej}})\tilde{\mathbf{n}}_{\text{ej}} \cdot \tilde{\mathbf{f}}_{\text{eina}}. \] (17)

The fourth step is to compute the common normal fluxes at the flux point pairs with a function \( \mathcal{F}_\alpha(u_L, \nabla u_L, u_R, \nabla u_R, \tilde{\mathbf{n}}) \), that comprises of performing a Riemann solve for the inviscid part and using the LDG approach for the viscous part. The common values are assigned as
\[ \mathcal{F}_\alpha f_{\text{eina}} = -\mathcal{F}_\alpha f_{\text{e'ina}} = \mathcal{F}_\alpha(u_{\text{ein}}^f, \nabla u_{\text{ein}}^f, u_{\text{ein}}^f, \nabla u_{\text{ein}}^f, \tilde{\mathbf{n}}_{\text{ein}}), \] (18)
where
\[ \nabla u_{\text{ein}}^f = l_{\text{ejn}}(\tilde{\mathbf{x}}_{\text{ej}})\nabla u_{\text{ejn}}^f, \] (19)
and they are transformed into the standard element space via
\[ \mathcal{F}_\alpha f_{\text{eina}} = \mathcal{F}_\alpha f_{\text{e'ina}}, \] (20)
with \( n_{\text{ein}} \) being the magnitude of the physical normal at a flux point. Finally, the divergence of the continuous flux can be computed with a procedure analogous to Equation (14), as
\[ \left( \tilde{\nabla} \cdot \tilde{f} \right)_{\text{eina}}^u = \left[ \tilde{\nabla} \cdot \mathbf{g}^u(\tilde{\mathbf{x}}_{\text{ej}})^u \{ \mathcal{F}_\alpha \tilde{f}_{\text{eina}}^f - \tilde{f}_{\text{eina}}^f \} + \tilde{\mathbf{e}}_{\text{ke}}^u \cdot \tilde{\nabla} \mathbf{e}_k(\tilde{\mathbf{x}}_{\text{ej}})^u \right]. \] (21)
This serves as the discrete representation of the flux divergence, and the solution can be in advanced in time by integrating
\[ \frac{\partial u_{\text{eina}}}{\partial t} = -\left( \mathcal{J}^{-1} \right)_{\text{eina}}^u \left( \tilde{\nabla} \cdot \tilde{f} \right)_{\text{eina}}^u. \] (22)

3. Time-integration

3.1. Explicit Runge-Kutta schemes

Consider an ODE of the form
\[ \frac{du}{dt} = g(t, u). \] (23)

Explicit Runge-Kutta (RK) methods for solving Equation (23) can be written in the general form
\[ u^{n+1} = u^n + \Delta t \sum_{i=1}^{s} b_i k_i, \] (24)
\[ k_i = g(t + c_i \Delta t, u^n + \Delta t \sum_{j=1}^{i-1} a_{ij} k_j), \] (25)
where \( s \) is the stage count, \( A = a_{ij} \) is an \( s \times s \) strictly lower triangular matrix, and \( b = b_i \) and \( c = c_i \) are vectors of length \( s \). The coefficients of a generalised explicit RK scheme are typically presented in a Butcher tableau \[18\]
\[ \begin{array}{c|c}
  c & A \\
  \hline
  b \\
\end{array} \] (26)
The constraints for an explicit RK scheme are
\[ c_i = \sum_{j=1}^{s} a_{ij}, \] (27)
\[ \sum_{i=1}^{s} b_i = 1, \] (28)
\[ a_{ij} = 0, \quad j \geq i. \] (29)
By applying an RK scheme to a linear test problem \( g(t, u) = \omega u \), where \( \omega \in \mathbb{C} \), the stability polynomial of an explicit RK scheme can be defined directly from the Butcher tableau as
\[ p^{(s,q)}(z) = 1 + z^T (I - zA)^{-1} e = \left| \frac{I - zA + zeb^T}{I - zA} \right|. \] (30)
Table 1

Butcher tableau of the RK3(2|4)[2R+] embedded pair represented as (a) rational coefficients and (b) real coefficients, where the first rows of $b$ are the $b^{(4,3)}_i$ coefficients resulting in third order temporal accuracy and the second rows are the $b^{(4,2)}_i$ coefficients resulting in second order accuracy.

(a)

\[
\begin{array}{ccc}
0 & 0 & 0.3241657388287 \\
\frac{\Delta t}{2} & \frac{1}{2} & 0.1040796892751 \\
\frac{\Delta t}{2} & \frac{\Delta t}{2} & 0.1040796892751 \\
\end{array}
\]

(b)

\[
\begin{array}{ccc}
0 & 0 & 0.3241657388287 \\
\frac{\Delta t}{2} & \frac{1}{2} & 0.1040796892751 \\
\frac{\Delta t}{2} & \frac{\Delta t}{2} & 0.1040796892751 \\
\end{array}
\]

where $z = \omega \Delta t$, $e$ is a vector of ones, and the superscript $q$ denotes the temporal order of the scheme. The stability region $S$ of the RK scheme is

\[
S = \{ z \in \mathbb{C} : |P_{s,p}| \leq 1 \},
\]

with the linear stability condition being

\[
\Delta t \omega \subseteq S.
\]

Embedded RK pairs are a family of RK schemes of consecutive temporal orders $q$ and $q - 1$ for which $A$ are equal. This property allows the temporal truncation error of the embedded pair to be estimated as

\[
\xi(t + \Delta t) = \Delta t \sum_{i=1}^{s} (b^{(i,q)}_i - b^{(i,q-1)}_i) k_i.
\]

For a given truncation error tolerance, the time-step size can be controlled such that the scheme remains stable. This procedure will be detailed in Section 5. The Butcher tableau of the RK3(2|4)[2R+] scheme [19] used in the numerical experiments is shown in Table 1. The naming convention follows that of [19]. The first digit denotes the temporal order-of-accuracy of the higher order scheme followed by the temporal order-of-accuracy of the lower order scheme in parentheses. The third digit is the number of stages and the final string in square brackets describes the number of registers required when the scheme is implemented using the van der Houwen formulation [19].

3.2. Implicit Backward Difference Formula schemes

BDF schemes are a range of implicit multistep methods that can be formulated as

\[
u^{n+1} = -\sum_{i=0}^{s-1} B_{i+1} u^{n-i} + \Delta t B_0 g(t^{n+1}, u^{n+1}),
\]

where $B_i$ are the BDF-coefficients. Table 2 shows the BDF-coefficients for the most commonly used schemes. The stability polynomial of BDFs can be defined as

\[
P(z) = -\sum_{i=0}^{s-1} B_{i+1} \xi_i + (1 - B_0 \xi)^s.
\]

The stability condition is that all roots of the stability polynomial lie in the region $\{ z \in \mathbb{C} : |\xi| \leq 1 \}$. The BDF schemes are A-stable up to 2nd order. With higher order BDFs, two unstable regions form near the real axis. However, these regions are very small for the third order accurate BDF3, meaning it is still stable for a wide range of $z$. Moreover, it has been successfully applied to unsteady flow simulations [20].
4. Unsteady Artificial Compressibility Method with dual time stepping

In the ACM formulation of the incompressible Navier-Stokes equations, the conservative variables in three dimensions are

$$u_\alpha = \begin{bmatrix} p \\ v_x \\ v_y \\ v_z \end{bmatrix},$$

where $p$ is the pressure and $v_x$, $v_y$, and $v_z$ are the velocity components in the $x$, $y$, and $z$ directions, respectively. The fluxes are defined as

$$f_\alpha = \begin{bmatrix} f_{\alpha x} \\ f_{\alpha y} \\ f_{\alpha z} \end{bmatrix},$$

where

$$f_{\alpha x} = \begin{bmatrix} \xi v_x \\ v_y v_x + p \\ v_x v_y + p \\ v_x v_z \\ v_y v_z + p \end{bmatrix},$$

$$f_{\alpha y} = \begin{bmatrix} \xi v_y \\ v_x v_y + p \\ v_y v_x \\ v_y v_z \end{bmatrix},$$

$$f_{\alpha z} = \begin{bmatrix} \xi v_z \\ v_x v_z \end{bmatrix},$$

with $\xi$ being the artificial compressibility relaxation factor and $\nu$ the kinematic viscosity.

The ACM formulation of the incompressible Navier-Stokes equations is hyperbolic in nature, allowing artificial pressure waves with finite speeds. These waves distribute the pressure and disappear in the limit of pseudo steady state. Eigenvalues of the inviscid flux Jacobian matrices

$$J_\alpha = \frac{\partial f_{\alpha i}}{\partial u},$$

are

$$\lambda_i = \{v_i - c_i, \ v_i, \ v_i, \ v_i + c_i\},$$

where $c_i = \sqrt{v_i^2 + \xi}$ is the pseudo speed of sound, and $i \in \{x, y, z\}$. The pseudo speed of sound monotonically decreases with decreasing artificial compressibility relaxation factor $\xi$ which can be adjusted to reduce the system stiffness. The common interface flux in this study is computed as

$$f_\alpha(u_{UL}, \nabla u_{UL}, u_R, \nabla u_R, \hat{n}) = f_{\alpha x}^w(u_{UL}, u_R, \hat{n}) - f_{\alpha y}^w(u_{UL}, \nabla u_{UL}, u_R, \nabla u_R, \hat{n}) ,$$

where $f_{\alpha}^w$ is the Rusanov Riemann solver [21] and $f_{\alpha}^w$ together with $C(u_{UL}, u_R)$ are defined according to the local discontinuous Galerkin (LDG) approach in [17].

The dual time stepping formulation applied to the artificial compressibility equations can be written as

$$\frac{\partial u_\alpha}{\partial \tau} = - \left( I_e \frac{\partial u_\alpha}{\partial t} + \nabla \cdot f_\alpha \right),$$

where $\partial u_\alpha/\partial \tau$ is a pseudo time derivative which is marched towards zero with a Runge-Kutta scheme, and $I_e \partial u_\alpha/\partial t$ is the physical time derivative which is discretised using a BDF scheme. A cancellation matrix $I_e = \text{diag}(0 \ 1 \ 1 \ 1)$ is employed as

Table 2

<table>
<thead>
<tr>
<th>Coefficients for the BDFs.</th>
<th>$B_0$</th>
<th>$B_1$</th>
<th>$B_2$</th>
<th>$B_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backward-Euler</td>
<td>1</td>
<td>-1</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>BDF2</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{3}$</td>
<td>-</td>
</tr>
<tr>
<td>BDF3</td>
<td>$\frac{1}{11}$</td>
<td>$\frac{1}{1}$</td>
<td>$\frac{1}{11}$</td>
<td>$\frac{1}{1}$</td>
</tr>
</tbody>
</table>
a coefficient for the physical time derivative to eliminate it from the continuity equation, forcing the solution to be driven towards a divergence free state according to
\[
\lim_{\tau \to \infty} \left[ \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} \right] = 0. 
\] (44)

When the solution is integrated with respect to pseudo time, the physical time derivative can be considered as a source term for the right-hand side that is updated at every step. For example, with a BDF2 discretisation the equations for performing a single pseudo-time step becomes
\[
u^n_{a}^{n+1,m+1} = u^n_{a}^{n+1,m} + \sum_{i=1}^{5} \frac{\Delta \tau b_i}{\alpha_{\pi}} k_i, 
\] (45)
\[
k_i = -\nabla \cdot f_a(u^n_{a}^{n+1,m} + \Delta \tau \sum_{j=1}^{i-1} a_{ij} k_j) - \frac{1}{\Delta \tau B_0} (u^n_{a}^{n+1,m} + B_1 u^n_{a}^{n} + B_2 u^n_{a}^{n-1}) , 
\] (46)
where \(\Delta \tau\) is the pseudo-time step, \(n\) is the physical time-level counter, \(m\) is the pseudo-time level counter, and \(\alpha_{\pi} = 1 + b_1 \Delta \tau / B_0 \Delta \tau\) is a scaling coefficient which limits \(\Delta \tau\) if \(\Delta \tau \gg \Delta \tau\). With explicit pseudo-time steppers this is rarely the case and \(\alpha_{\pi} = 1\) is enforced in this study.

After each pseudo-step, \(m\) is incremented by one. Pseudo-steps are repeated until the solution in physical time is deemed to have converged. Convergence criteria include that the point-wise \(L^2\), or \(L^\infty\) norm of the residuals are satisfied up to a given tolerance, or a maximum number of pseudo-time steps have been exceeded. After each pseudo-time cycle, \(m\) is restarted from zero, and \(n\) is incremented by one.

5. Locally adaptive pseudo-time stepping
5.1. Overview

The efficiency of the dual time stepping algorithm depends on fast convergence of the pseudo steady-state process. The disadvantage of using explicit schemes in pseudo-time is that their stability region is limited by the CFL number making them inefficient at eliminating low frequency error modes on fine grids [22]. The issue can be addressed by adopting implicit schemes to allow much larger pseudo-time steps [6]. However, the trade-off with implicit schemes is that their memory bandwidth and storage requirements are significantly higher due to the flux Jacobian matrices. This is known to be a challenge especially for modern hardware architectures, such as GPUs, that are characterised by an abundance of compute capability relative to memory bandwidth, extensive parallelism, and low memory per core. In addition, many methods for solving the resulting linear system, such as LU-SGS or ILU-GMRES, are not scale invariant and increasing the amount of parallelism tends to reduce their numerical effectiveness.

Local pseudo-time stepping is a widely-used technique for accelerating steady-state convergence explicitly [23,24,2]. The majority of current local pseudo-time stepping approaches compute the local pseudo-time step for element \(e\) from the hyperbolic CFL criterion as
\[
\Delta \tau_{en} < \frac{h_{en}}{\max(|\lambda_{en}|)}, 
\] (47)
where \(h_{en}\) is the characteristic length of the element, and \(\max(|\lambda_{en}|)\) is the local spectral radius of the inviscid flux Jacobian. For viscous dominated flows it is also necessary to consider the parabolic CFL limit defined as
\[
\Delta \tau_{en} < \frac{h_{en}^2}{2 \mu}, 
\] (48)
where \(\mu = \rho \nu\), with \(\rho\) being the density for compressible Navier-Stokes formulations. Definition of \(h\) is often based on heuristics and it can have a considerable effect on the performance and accuracy of local time stepping as shown in [25]. With unstructured grids two popular definitions are the radius of an inscribed sphere or the distance to the element boundary along a streamline [8,9].

5.2. Methodology

As an alternative to the current approaches, a local pseudo-time stepping technique based on adaptive error control with embedded pair RK schemes is proposed. The main advantage of the technique is that it does not require an expression for the characteristic element size which is difficult to obtain reliably for curved mixed-element meshes. It also allows a finer level of locality for high-order nodal discretisations, such as FR, since the local time-steps can vary between solution points
and field variables. Additionally, it is well-suited work with \( P \)-multigrid convergence acceleration since the pseudo-time steps can be locally projected onto different solution bases.

Embedded pair RK schemes give two approximations of the solution at the next time level, each depending on a different set of \( b \) coefficients. In pseudo-time, the difference between these two approximations, often called a truncation error, can be approximated as

\[
e_{\text{ejma}}(\tau + \Delta \tau_{\text{ejma}}) = \Delta \tau_{\text{ejma}} \sum_{i=1}^{s} (u_{i}^{(s,q)} - u_{i}^{(s,q-1)}) e_{\text{ejma}}
\]

for a field variable \( \alpha \) at solution point \( j \) within element \( n \) of type \( e \). In the current study, the local pseudo-time steps \( \Delta \tau_{\text{ejma}} \) will be controlled such that the truncation error remains small, and the method remain stable. Specifically, a normalised error

\[
\sigma_{\text{ejma}}^{u} = \frac{e_{\text{ejma}}(\tau + \Delta \tau_{\text{ejma}})}{\kappa},
\]

is kept close to unity, where \( \kappa \) is an error tolerance. With a PI-controller the pseudo-time step adjustment factor is computed as

\[
(f_{\text{h}})_{\text{ejma}}^{u} = f_{\text{safe}} \left[ \sigma_{\text{ejma}}^{u} \right]^{\phi/q} \left[ (\sigma_{\text{prev}})_{\text{ejma}}^{u} \right]^{-\chi/q},
\]

where \( \phi \), \( \chi \) are PI-controller parameters, \( f_{\text{safe}} \) is a safety factor, and the subscript prev denotes the error computed at the previous pseudo-time step. For improved robustness, the pseudo-time step adjustment factor is limited by minimum and maximum adjustment factors \( f_{\text{min}} \) and \( f_{\text{max}} \) as

\[
f_{\text{ejma}}^{u} = \min(f_{\text{max}}, \max(f_{\text{min}}, (f_{\text{h}})_{\text{ejma}}^{u})).
\]

The new pseudo-time step is computed as

\[
(\Delta \tau_{\text{new}})_{\text{ejma}}^{u} = \min(\Delta \tau_{\text{max}}, \max(\Delta \tau_{\text{min}}, f_{\text{ejma}}^{u} \Delta \tau_{\text{ejma}}^{u})),
\]

with absolute minimum and maximum pseudo-time step limits \( \Delta \tau_{\text{min}} \) and \( \Delta \tau_{\text{max}} \), and where \( \Delta \tau_{\text{min}} \) also serves as an initial guess for the pseudo-time step sizes. In this work, the maximum pseudo-time step limit is defined as \( \Delta \tau_{\text{max}} = f_{r} \Delta \tau_{\text{min}} \), where \( f_{r} \) is the maximum factor by which the pseudo-time steps are allowed to grow.

The approach differs from physical time-step adaptation in several ways. First, in physical time-step adaptation the PI-controller controls only a single global physical time-step value which is computed from the point-wise error with a norm, such as \( L^{2} \) or \( L^{\infty} \), over all element types, elements, solution points, and field variables. In locally adaptive pseudo-time stepping, all operations are kept completely local and independent for each element type, element, solution point, and field variable. Second, in physical time-step adaptation it is common practice to reject steps that violate error tolerance requirements, and retake them with a smaller step size. In locally adaptive pseudo-time stepping, retaking steps is unnecessary as long the they remain stable because time accuracy is not required.

In all, the locally adaptive pseudo-time stepping approach is parameterised by eight quantities, \( \kappa \), \( \phi \), \( \chi \), \( f_{\text{safe}} \), \( f_{\text{min}} \), \( f_{\text{max}} \), \( \Delta \tau_{\text{min}} \) and \( f_{r} \). Appropriate selection of \( \kappa \), \( \phi \), \( \chi \), \( f_{\text{safe}} \), \( f_{\text{min}} \), \( f_{\text{max}} \), \( \Delta \tau_{\text{min}} \) and \( f_{r} \) is based on the characteristics of the controller rather than specifics of a particular simulation. Values of \( \phi = 0.4 \), \( \chi = 0.7 \), \( \kappa = 10^{-6} \), and \( f_{\text{safe}} = 0.8 \) are used throughout the study and they are the default values in PyFR. They have been found empirically to work well, and are similar to those used in global physical time-step control [22,26,27,18]. The minimum and maximum adjustment factors \( f_{\text{min}} \) and \( f_{\text{max}} \) should be set conservatively e.g. \( f_{\text{min}} = 0.98 \) and \( f_{\text{max}} = 1.01 \) to ensure smooth variation of the local pseudo-time step sizes.

### 5.3. Combining with \( P \)-multigrid

To further accelerate the pseudo-steady-state convergence, error-estimate-based locally adaptive pseudo-time stepping can be coupled with a \( P \)-multigrid [22,5,25]. The \( P \)-multigrid technique (perhaps better referred to as multi-\( P \)) attempts to circumvent the strict CFL limit when solving the pseudo-time problem explicitly by correcting the solution at different polynomial levels. Without altering the computational grid, low order representations of the solution, which exhibit a less restrictive CFL limit, can be used to propagate information with a larger \( \Delta \tau \). Another property of \( P \)-multigrid is that when the solution is projected to a lower order space, the low frequency error modes appear as higher frequencies relative to the resolution, which allows explicit stoppers to eliminate them more effectively.

Initially, two different approaches for combining \( P \)-multigrid were studied. The first approach let all \( P \)-multigrid levels perform the pseudo-time step control independently of each other. Despite its potential for being fully automated, it lacked robustness in finding the local pseudo-time steps at the intermediate levels and was therefore discarded. The second approach that was studied performs the pseudo-time step control only at the highest level and the local pseudo-time steps are...
Algorithm 1 A single P-multigrid V-cycle with locally adaptive pseudo-time stepping polynomial between levels P and \( l_{\text{min}} \), where \( \text{Niter} \) denotes the number of smoothing iterations at level \( l \). All indices apart from the level index have been dropped for simplicity.

\[
\begin{align*}
\text{for } l & \in \{P, \ldots, l_{\text{min}} + 1 \} \text{ do} \\
& \quad \text{if } l = l_{\text{min}} + 1 \text{ then} \\
& \quad \quad \text{for } i \in \{0, \ldots, \text{Niter} \} \text{ do} \\
& \quad \quad \quad \text{Pseudo-step Equation (54) to update } u_i \\
& \quad \quad \quad \text{Update } \Delta \tau_i \text{ with locally adaptive pseudo-time stepping} \\
& \quad \quad \text{end} \\
& \quad \quad \text{else} \\
& \quad \quad \quad \text{for } i \in \{0, \ldots, \text{Niter} \} \text{ do} \\
& \quad \quad \quad \quad \text{Pseudo-step Equation (54) to update } u_i \\
& \quad \quad \text{end} \\
& \quad \quad \text{Calculate residual defect } d_i = r_i - R(u_i) \\
& \quad \quad \text{Restrict solution } u_{i-1}^l = l_i(u_i) \text{ and store it} \\
& \quad \quad \text{Restrict defect } d_{i-1} = l_i(d_i) \\
& \quad \quad \text{Restrict pseudo-time steps } \Delta \tau_{i-1} = l_i(\Delta \tau_i) \text{ with } \alpha_r > 1 \\
& \quad \quad \text{Evaluate source } r_{i-1} = R(u_{i-1}^l) + d_{i-1} \\
& \quad \quad \text{end} \\
& \quad \text{for } l \in \{l_{\text{min}}, \ldots, P \} \text{ do} \\
& \quad \quad \text{for } i \in \{0, \ldots, \text{Niter} \} \text{ do} \\
& \quad \quad \quad \text{Pseudo-step Equation (54) to update } u_i \\
& \quad \quad \text{end} \\
& \quad \quad \text{Calculate correction } \Delta u_i = u_i - u_i \\
& \quad \quad \text{Prolongate correction } \Delta u_{i+1} = l_i(\Delta u_i) \\
& \quad \quad \text{Add correction } u_{i+1} = u_{i+1} + \Delta u_{i+1} \\
& \quad \quad \text{end} \\
& \quad \text{for } i \in \{0, \ldots, \text{Niter} \} \text{ do} \\
& \quad \quad \text{Pseudo-step Equation (54) to update } u_P \\
& \quad \quad \text{Update } \Delta \tau_P \text{ with locally adaptive pseudo-time stepping} \\
& \quad \text{end} \\
& \text{end} \\
& \text{end} \\
& \text{end}
\end{align*}
\]
Fig. 1. The structure of P-multigrid with locally adaptive pseudo-time stepping, consisting of a DualMultiPIntegrator class that launches several PseudoIntegrators that comprise of a PseudoController, Stepper, and PseudoStepper. RK34 abbreviates the RK3(2)4[2R+] scheme.

Fig. 2. The computational grid used in the 2D cylinder simulations (left). A zoom view close to the cylinder (right).

5.4. Implementation

PyFR v1.8.0 implements locally adaptive pseudo-time stepping with P-multigrid acceleration in a highly customisable manner. The structure of the implementation is illustrated in Fig. 1 for a 4-level P-multigrid with locally-adaptive pseudo-time-stepping control only at the highest level. The implementation is structured around a DualMultiPIntegrator Python class which initialises several PseudoIntegrator (PI) classes, one for each P-multigrid level. Each PseudoIntegrator is a composite of a PseudoController (PC), which sets the pseudo-time step control approach, a PseudoStepper (PS), which sets the pseudo-time stepping scheme, and a Stepper (S), which sets the physical-time stepping scheme. In addition each PseudoIntegrator initialises an instance of a System class which can compute $\nabla \cdot \mathbf{f}$ at each level. The implementation approach allows all PIs to advance their solution independently using an arbitrary PC and PS configuration. Communication between PIs only occurs during the restriction and prolongation operations which also automatically project the pseudo-time step field to the correct space.

6. 2D cylinder at $Re = 100$

6.1. Problem specification

The performance of locally adaptive pseudo-time stepping was studied with a 2D cylinder test case at $Re = 100$, based on the cylinder diameter and free-stream velocity. A total of four simulations were performed: a reference Case 1 without any convergence acceleration using RK4 pseudo-time stepping, Case 2 with locally adaptive RK3(2)4[2R+] pseudo-time stepping, Case 3 with P-multigrid acceleration and RK4 smoothing, and Case 4 with P-multigrid acceleration and locally adaptive RK3(2)4[2R+] smoothing. All simulations in the study were performed with a patched version of PyFR v1.8.0. The patch, configuration files and the mesh are provided as Electronic Supplementary Material.

Fig. 2 shows the mixed unstructured computational grid used in the simulations. With the cylinder diameter being 1, the domain consists of a half-circular inflow section with a diameter of 50, and a rectangular wake section with a length of 70. The boundary layer mesh is an O-grid with a height of 0.5 containing 264 quadrilateral elements, whereas the rest of the domain was meshed with 19,174 triangles. All boundary elements are quadratically curved. A Riemann-invariant-based boundary condition, detailed in Appendix A, was prescribed at all far-field boundaries with $u_\infty = (1 \ 1 \ 0)$ and $\zeta_\infty = 100$. The boundary condition was found to be substantially less reflective than conventional BCs used in [5,6]. A no-slip condition was prescribed on the cylinder surface. The initial condition at $t = 0$ was set as $u = (1 \ 1 \ 0)$. All cases were run with $P = 4$ and $\zeta = 4$ on a single Nvidia P100 GPU using double precision. They all discretised the physical time with a BDF2 scheme, where $\Delta \tau = 2.5 \times 10^{-2}$. To ensure impartial performance comparisons, the fixed pseudo-time step size $\Delta \tau = 4 \times 10^{-4}$ for the reference Case 1 was found by optimising the convergence via manual bisection. In Cases 3 and 4, P-multigrid convergence
acceleration was performed with a 5-level cycle 1-1-1-1-1-2-1-1-1-3 corresponding to polynomial orders 4-3-2-1-0-1-2-3-4 and $alpha_t$ was set to 2.0 and 1.6, respectively. In Cases 2 and 4, the locally adaptive pseudo-time stepping parameters were set as $f_{min} = 0.98$, $f_{max} = 1.01$, $Delta t_{min} = 4 \times 10^{-4}$ and $f_t = 8.0$. All cases were run with a convergence tolerance such that the point-wise $L_2$-norm of the largest velocity residual was always driven below $10^{-5}$. The $L_2$-norm of the velocity divergence, which is directly proportional to pressure residual, was approximately $10^{-4}$ for each case.

6.2. Results

Table 3 shows the runtime parameters of all cases together with mean drag coefficients $\overline{C}_D$, Strouhal numbers $St$, and wall-times. The statistics were measured for a period of 100 time units in a fully developed quasi-steady-state from $t = 250.1250$ to $t = 350.1250$. It can be seen that all cases produce identical mean $\overline{C}_D$ and $St$, which are in line with values of Cox et al. ($\overline{C}_{Dref} = 1.338$ and $St_{ref} = 0.166$) who used implicit pseudo-time stepping with LU-SGS. Moreover, Fig. 3 shows that temporal evolution of the drag coefficients overlap. The graphs of Cases 2, 3 and 4 have been shifted in $t$ such that they are in the same phase as Case 1 because of slight differences in initial transients. From the wall-times, we can see that locally adaptive pseudo-time stepping gives a speed-up factor of 4.16 relative to Case 1. Although not as effective as $P$-multigrid acceleration with a speed-up factor of 6.27, it is still substantial. Combining the two techniques together yields a total speed-up factor of 15.24 relative to Case 1.

6.3. Adaptivity analysis

To better understand the underlying adaption mechanisms, temporal and spatial behaviour of local pseudo-time step sizes were studied with Case 4. Figs. 4a-d show the instantaneous $z$-vorticity field $omega_z$ and fields of local pseudo-time step sizes $Delta t_{env}$, with $alpha \in \{p, v_x, v_y\}$, at $t = 340.35$. The pseudo-time step fields were averaged over solution points after the convergence criterion had been reached. Two observations can be made. First, the approach is able to adapt to the element size and shape. This is the most evident in the structured boundary layer block and its immediate vicinity, where the pseudo-time step sizes grow monotonically with increasing element size. Second, the approach is able to adapt to the solution state, and vary between different field variables. Adaptation to solution state is most visible for $Delta t_{env}$, where areas of reduced pseudo-time step resemble the von Karman vortices in the wake section. The adaptation to different field variables can be seen in the boundary layer where $Delta t_{env}$ exhibits considerably larger values than $Delta t_{env_{\alpha}}$ and $Delta t_{env_{\alpha}}$. Fig. 5 shows the temporal evolution of the pseudo-time step sizes $Delta t_{\alpha}$ for a solution point of level $l = P$ at $P = (8.474, 1.155)$, which is in a triangular element located near the centre of the upper vortex street. The location of the probe is illustrated as a cross in Figs. 4a-d. It can be seen that all pseudo-time components experience a periodic reduction with a frequency that is half of the shedding frequency. This demonstrates that all pseudo-time step components at the probe location reduce and rise back up as a vortex passes.
Figs. 4a-c show a close-up of the pseudo-time step sizes associated with individual solution points $\Delta \tau_{\text{env}}^{\alpha\nu}$ at level $l = P$ near the cylinder trailing edge at $t = 340.35$. It can be seen that the solution points closest to the element corners are the most restrictive, closely followed by the other solution points near the interfaces. The interior solution points are considerably less restrictive than the interface points. This observation supports our assertion that locally pseudo-time stepping approaches based on a reference length would be difficult to implement for nodal high-order schemes.
Fig. 5. Temporal evolution of $\Delta \tau_\alpha$ at probe $P$, which is in a triangular element.

Fig. 6. Fields of pseudo-time step sizes (a) $\Delta \tau_{\text{einp}}^u$, (b) $\Delta \tau_{\text{einv}x}^u$ and (c) $\Delta \tau_{\text{einv}y}^u$ at individual solution points of $l = P$ near the cylinder trailing edge at $t = 340.35$ for Case 4.

6.4. Parameter sensitivity

Appropriate selection of $\Delta \tau_{\text{min}}$, $f_\tau$, and $\alpha_\tau$ depends on the specifics of a particular simulation e.g. the solution polynomial order and the physical time-step size. In particular, varying $\alpha_\tau$ and $f_\tau$ for Case 4 can have a large effect on the speed-up factor relative to Case 1, as shown in Fig. 7. The uncoloured regions represent parameter combinations that failed to converge. To contextualise, lower bounds for the parameters are $\alpha_\tau = 1$ and $f_\tau = 1$, which correspond to keeping the pseudo-time step sizes constant across all $P$-multigrid levels and keeping the pseudo-time step sizes constant across all solution points and field variables, respectively. It can be seen that significant speed-up factors can be achieved for a range of $\alpha_\tau$ and $f_\tau$, but finding the optimal values requires a degree of experimentation. The best performance is achieved by increasing both parameters together.
7. SD7003 airfoil at $Re = 60,000$

7.1. Problem specification

An SD7003 airfoil simulation was performed at an $8^\circ$ angle-of-attack and $Re = 60,000$, based on the chord length and free-stream velocity. Fig. 8 shows the unstructured computational grid used in the study. With the chord length being 1, the domain consists of an inflow section with a diameter of 20, and a rectangular wake section with a length of 20. The domain width in the span-wise direction was selected as 0.2. The total element count was 137,916, consisting of only hexahedra. A Riemann-invariant-based boundary condition, detailed in Appendix A, was prescribed at all far-field boundaries with $u_\infty = [1 \ 1 \ 0 \ 0]$ and $\zeta_\infty = 300$. Also in this case the boundary condition was found to be substantially less reflective than conventional BCs in [5,6].

No-slip condition was prescribed on the airfoil surface. The initial condition at $t = 0$ was set as $u = [1 \ 1 \ 0 \ 0]$. The simulations were performed with a patched version of PyFR v1.8.0. The patch, configuration files and the mesh are provided as Electronic Supplementary Material.

One complete simulation with $P = 4$ and $\zeta = 3$ was on run 32 Nvidia P100 GPUs using double precision. The physical time was discretised with BDF2, where $\Delta t = 1 \times 10^{-3}$. Locally adaptive pseudo-time stepping with $P$-multigrid convergence acceleration was used in pseudo-time with $f_{\text{min}} = 0.998$, $f_{\text{max}} = 1.001$, $\Delta t_{\text{min}} = 3.6 \times 10^{-5}$, and $f_t = 7.0$. The $P$-multigrid cycle was prescribed as $1-1-1-4-1-1-1-6$, corresponding to polynomial orders $4-3-2-1-0-1-2-3-4$, with $\alpha_t = 1.7$. Additionally, flux anti-aliasing with quadrature degrees $11-9-7-5-3-5-7-9-11$ was performed at each $P$-multigrid level. The simulation was run in three stages. First, the flow was developed with $P = 1$ up to $t = 25.011$. Second, the simulation was restarted and run up to $t = 45.024$ with $P = 4$ to settle transients. Third, flow statistics were measured between $t = 45.024$ and $t = 70.043$. The case was run with a convergence tolerance such that the point-wise $L^2$-norm of the largest velocity residual was always driven below $10^{-4}$. The $L^2$-norm of the velocity divergence, which is directly proportional to pressure residual, was approximately $10^{-3}$.

7.2. Results

Fig. 9 plots $Q$-criterion iso-surfaces coloured by instantaneous velocity $V$ at $t = 59.5460$. The simulation is capable of capturing the characteristics of the test case as described in [28]; a laminar separation bubble is formed at the leading edge which breaks up into turbulence via Kelvin-Helmholtz vortices. Qualitatively the turbulent structures are well-resolved throughout the domain. Table 4 shows a comparison of the simulation data against compressible low-Mach data
Fig. 9. $Q$-criterion iso-surfaces coloured by instantaneous velocity $V$ at $t=59.546$.

Fig. 10. Time and span-averaged velocity field in the chord-wise direction $\overline{V_c}$.

Table 4
The current simulation data and reference data for the SD7003 case at $Re=60,000$. INS abbreviates Incompressible Navier-Stokes and $NS$ the compressible Navier-Stokes equations.

<table>
<thead>
<tr>
<th>Formulation Method</th>
<th>$C_D$</th>
<th>$C_L$</th>
<th>$x_{re}$</th>
<th>$x_{rea}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>$AC$ INS</td>
<td>FR, $P=4$</td>
<td>0.052</td>
<td>0.923</td>
</tr>
<tr>
<td>Beck et al. [28]</td>
<td>$Ma=0.1$ NS</td>
<td>DG, $P=8$</td>
<td>0.050</td>
<td>0.932</td>
</tr>
<tr>
<td>Beck et al. [28]</td>
<td>$Ma=0.1$ NS</td>
<td>DG, $P=3$</td>
<td>0.045</td>
<td>0.923</td>
</tr>
<tr>
<td>Vermeire et al. [29]</td>
<td>$Ma=0.2$ NS</td>
<td>FR, $P=4$</td>
<td>0.059</td>
<td>0.941</td>
</tr>
<tr>
<td>Selig et al. [30]</td>
<td>Exp.</td>
<td>0.029</td>
<td>0.920</td>
<td>–</td>
</tr>
</tbody>
</table>

by Beck et al. [28] using DG, Vermeire et al [29] using FR, and low-speed experiments by Selig et al. [30]. The separation and reattachment points were measured from the time and span-averaged velocity in the chord-wise direction $\overline{V_c} = v_x \cos(8^\circ) + v_y \sin(8^\circ)$, which is visualised in Fig. 10. All numerical results appear to over-estimate the drag coefficient $C_D$ compared to the experiments. The biggest differences across the numerical results are observed in the lift coefficients $C_L$ and reattachment points $x_{rea}$. The current simulation results are within the bounds of those reported by [28,29] except for $x_{rea}$ which was found to be higher, but still close to the high-resolution $P=8$ results of Beck et al.

In addition to the complete simulation, four additional runs starting from $t=45.532$ were undertaken for a single flow pass over the chord. Case 1 was performed without any convergence acceleration using global RK4 pseudo-time stepping with a constant $\Delta \tau = 3.7 \times 10^{-5}$ that was optimised with a bisection approach. Case 2 was performed with locally adaptive RK3(2)+4[2R+] pseudo-time stepping alone, Case 3 with P-multigrid acceleration alone, and Case 4 with the combination of the two. In Cases 3 and 4, P-multigrid convergence acceleration was performed with a 5-level cycle 1-1-1-1-4-1-1-1-6 corresponding to polynomial orders 4-3-2-1-0-1-2-3-4 and $\alpha_f$ was set to 1.7. In Cases 2 and 4, the locally adaptive pseudo-time stepping parameters were set as $f_{min} = 0.998$, $f_{max} = 1.001$, $\Delta \tau_{min} = 3.6 \times 10^{-5}$ and $f_{\tau} = 7.0$. All cases were run with a convergence tolerance such that the point-wise $L^2$-norm of the largest velocity residual was always driven below $10^{-4}$. The
$L^2$-norm of the velocity divergence, which is directly proportional to pressure residual, was approximately $10^{-3}$ for each case. Table 5 shows the runtime parameters, wall-times, and speed-up factors relative to Case 1. A speed-up factor of 2.46 is achieved by locally adaptive pseudo-time stepping alone. The speed-up factor with the combination of locally adaptive pseudo-time stepping and $P$-multigrid acceleration was 11.65.

8. Conclusion

A novel locally adaptive pseudo-time stepping convergence acceleration technique for dual time stepping has been proposed. In contrast to standard local pseudo-time stepping techniques that are based on computing the local pseudo-time steps directly from estimates of the local CFL limit, the proposed technique controls the local pseudo-time steps using local truncation errors which are computed with embedded pair RK schemes. The approach has three advantages. First, it does not require an expression for the characteristic element size, which are difficult to obtain reliably for curved mixed-element meshes. Second, it allows a finer level of locality for high-order nodal discretisations, such as FR, since the local time-steps can vary between solution points and field variables. Third, it is well-suited to being combined with $P$-multigrid convergence acceleration. Results were presented for a laminar 2D cylinder test case at $Re = 100$. A speed-up factor of 4.16 was achieved compared to global pseudo-time stepping with and RK4 scheme, while maintaining accuracy. Moreover, when combined with $P$-multigrid convergence acceleration a speed-up factor of over 15 was achieved. Detailed analysis of the results reveals that pseudo-time steps adapt to element size/shape, solution state, and solution point location within each element. Finally, results were presented for a turbulent 3D SD7003 airfoil test case at $Re = 60,000$. A speed-up factor of 2.46 was achieved compared to global pseudo-time stepping with an RK4 scheme, and the flow physics was found to be in good agreement with previous studies. Moreover, when combined with $P$-multigrid convergence acceleration a speed-up factor of over 11 was achieved.

Future work should focus on three areas. The first should look to extend the approach for use with higher-order physical time stepping methods such as diagonally implicit Runge-Kutta schemes, which can be beneficial for applications that involve very small and/or rapidly varying time-scales [31]. The second should look to develop ways of aiding or automating parameter selection, in particular $\alpha_s$ and $f_s$, for specific test cases. Finally, future work should look at the effect of using different explicit schemes for pseudo-time stepping, including those with limited time-accuracy such as simple forwards Euler schemes, or embedded pair extensions of stability optimised multi-stage schemes, such as those recently developed in [32].
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Appendix A. Characteristic Riemann-invariant boundary condition for ACM

In PyFR, boundary conditions are imposed via ghost states. When computing the common flux for flux points at the domain boundary with $F(u_l, \mathbf{V}_l, \mathbf{u}_R, \mathbf{V}_R, \mathbf{n})$, the right-hand-side solution state $\mathbf{u}_R$ is replaced with a prescribed ghost state $\mathbf{B}^{\text{RG}}\mathbf{u}_R$ and the right-hand-side gradient state $\mathbf{V}_R$ is replaced with a gradient ghost state $\mathbf{B}^{\text{DG}}\mathbf{V}_R$. Furthermore, the right-hand-side solution state in $C(\mathbf{u}_R, \mathbf{u}_L)$ is replaced with the viscous ghost state $\mathbf{B}^{\text{LIC}}\mathbf{u}_R$ which can differ from $\mathbf{B}^{\text{LIC}}\mathbf{u}_R$. 

Table 5

Summary of the SD7003 performance runs, where PS denotes the pseudo-stepper, LAPTS denotes locally adaptive pseudo-time stepping, $P$-MG denotes $P$-multigrid, WT denotes the wall-time, and SUF denotes the speed-up factor relative to Case 1.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>PS</th>
<th>LAPTS</th>
<th>$P$-MG</th>
<th>$f_s$</th>
<th>$\alpha_s$</th>
<th>WT</th>
<th>SUF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 2</td>
<td>RK4</td>
<td>Off</td>
<td>Off</td>
<td>-</td>
<td>-</td>
<td>21:43:08</td>
<td>1.00</td>
</tr>
<tr>
<td>Case 3</td>
<td>RK3(2)[2R+]</td>
<td>On</td>
<td>Off</td>
<td>7</td>
<td>-</td>
<td>08:50:47</td>
<td>2.46</td>
</tr>
<tr>
<td>Case 4</td>
<td>RK3(2)[2R+]</td>
<td>Off</td>
<td>On</td>
<td>1.7</td>
<td>-</td>
<td>04:28:58</td>
<td>4.84</td>
</tr>
<tr>
<td>Case 4</td>
<td>RK3(2)[2R+]</td>
<td>Off</td>
<td>Off</td>
<td>1.7</td>
<td>-</td>
<td>01:51:54</td>
<td>11.65</td>
</tr>
</tbody>
</table>
The characteristic boundary condition used in the current study is based on Riemann invariants derived in \cite{4}. The boundary condition is parametrised by a free-stream pressure $p_\infty$, free-stream velocity $\mathbf{v}_\infty$ and free-stream artificial compressibility factor $\zeta_\infty$. It was found empirically that setting $\zeta_\infty$ to be larger than the global artificial compressibility factor $\zeta$ made the boundary less reflective. The 1D Riemann invariants in the interface normal direction are defined as

\begin{align}
\Gamma_\infty &= p_\infty + \frac{1}{2} \left[ \mathbf{v}_\infty^+ \cdot (\mathbf{v}_\infty^+ - c_\infty) - \zeta_\infty \log(v_\infty^+ + c_\infty) \right], \\
\Gamma_L &= p_L + \frac{1}{2} \left[ \mathbf{v}_L^+ \cdot (\mathbf{v}_L^+ - c_L) + \zeta_\infty \log(v_\infty^+ + c_L) \right],
\end{align}

where $p_L$ is the pressure interpolated from the interior solution, $\mathbf{v}_L^+ = \hat{\mathbf{n}} \cdot \mathbf{v}_L$, with $\mathbf{v}_L$ being the velocity interpolated from the interior domain, $\mathbf{v}_\infty^+ = \hat{\mathbf{n}} \cdot \mathbf{v}_\infty$, $c_L = \sqrt{(v_\infty^+)^2 + \zeta_\infty}$, and $c_\infty = \sqrt{(v_\infty)^2 + \zeta_\infty}$. Using these relations, the normal velocity at the boundary can be computed using a Newton-Raphson method as

\begin{equation}
\mathbf{v}_b^{i+1} = \mathbf{v}_b^i - \frac{f(\mathbf{v}_b^i)}{f'(\mathbf{v}_b^i)},
\end{equation}

where the superscript $i$ is the iteration counter, and

\begin{align}
f(\mathbf{v}_b^i) &= c_b \mathbf{v}_b^i + \zeta_\infty \log(v_\infty^+ + c_b) + \Gamma_\infty - \Gamma_L, \\
f'(\mathbf{v}_b^i) &= 2 \left( \frac{(v_\infty^+)^2 + \zeta_\infty}{c_b} \right).
\end{align}

with $c_b = \sqrt{(v_\infty^+)^2 + \zeta_\infty}$. The process converges to machine precision in less than 5 iterations which in PyFR v1.8.0 are fully unrolled by the templating engine. Using the converged $\mathbf{v}_b^{i+1}$, the individual velocity components at the boundaries can be calculated as

\begin{equation}
\mathbf{v}_b = \begin{cases} 
\mathbf{v}_L + \hat{\mathbf{n}} (\mathbf{v}_b^+ - \hat{\mathbf{n}} \cdot \mathbf{v}_L) & \text{if } \hat{\mathbf{n}} \cdot \mathbf{v}_L \geq 0 \\
\mathbf{v}_\infty + \hat{\mathbf{n}} (\mathbf{v}_b^+ - \hat{\mathbf{n}} \cdot \mathbf{v}_\infty) & \text{if } \hat{\mathbf{n}} \cdot \mathbf{v}_L < 0
\end{cases}.
\end{equation}

Finally, the boundary ghost states are prescribed as

\begin{align}
\mathbf{B}^{Ric}_{\text{up}} &= \mathbf{B}^{LDG}_{\text{up}} = \left\{ \Gamma_L - \frac{1}{2} \left[ \mathbf{v}_b (\mathbf{v}_b^+ + c_b + \zeta_\infty \log(v_\infty^+ + c_b)) \right] \right\}, \\
\mathbf{B}^{LDG}_{\text{up}} \mathbf{v}_{\text{up}} &= 0.
\end{align}

Appendix B. Supplementary material

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jcp.2019.108913.
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